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Yáñez, y los profesores supervisores del trabajo de tesis Dr. Valentin Keyantuo de la Universidad

de Puerto Rico, Dr. Rodrigo Ponce de la Universidad de Talca, Dr. Mahamadi Warma de la

George Mason University, y Dr. Sebastián Zamorano de la Universidad de Santiago de Chile.

Dr. Carlos Lizama Dr. Mahamadi Warma

Dr. Rodrigo Ponce Dr. Valentin Keyantuo

Dr. Sebastián Zamorano Director: Rafael Labarca



i

c© Jorge Alejandro González Camus.
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Chapter 1

Introduction

Evolution equations of fractional order in time have become an active area of study due to the fact

that many phenomena have been found to be modeled using such equations. The idea of fractional

derivative is not new, but the realization that they provide better models for a large array of

problems in science and engineering is rather recent. Phenomena with memory effects, anomalous

diffusion, polymer science, rheology, material science are but some of the areas where modeling with

fractional derivatives has proven successful in uncovering properties that were not detectable with

the usual differential equations. The references [26, 27, 40, 43, 47, 48, 50, 51, 52, 59, 61, 71, 73, 74],

cover several of these phenomena and demonstrate the importance of the fractional model.

The basic functions relevant to these studies are the Mittag-Leffler function, the Wright functions

and their generalizations. Fourier and Laplace transforms constitute the fundamental mathematical

methods for the treatment of these equations, combined with some facts from operator theory such

as semigroups, cosine functions and more specifically the so-called resolvent families. The thesis

[12] is an early reference on the topic with a functional analytic perspective. Several monographs

have appeared on fractional calculus and its applications, e.g. [48, 50, 55, 61].

In this thesis we study continuous and discrete fractional models. Topics such as existence,

1
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uniqueness, and other properties for some classes of abstract evolution equations on diverse Banach

spaces are the main focus of this work.

Firstly, we observe that fractional derivatives in continuous sense of order α > 0 are defined

through the finite convolution between a given function and the special kernel

gα(t) =
tα−1

Γ(α)
, t > 0.

We can ask if it is possible to study fractional differential equations involving a more general kernel

b(t). This observation has been taken by some authors, in order to relax the properties of the

memory kernel gα, which is the main responsible of the behavior and qualitative properties of

fractional models. This leads to the analysis of equations in the form

∂t(b ? [x− x0])(t) +Ax(t) = f(t, x(t)), (1.0.1)

with initial datum x(0) = x0, where A denotes a closed linear operator defined on a Banach space

X and ? denotes the finite convolution on R+. In this way, the non-local time term on the left hand

side includes such classical cases as the Riemann-Liouville and the Caputo fractional derivatives,

respectively, for convenient choices of b. We remark that, in general, there is a closed relationship

between fractional equations and Volterra integral equations. For instance, Kemppainen et. al. [33]

and Vergara and Zacher [64] studied decay estimates for non-local in time subdiffusion equations

in the form (1.0.1) when A = −∆, the Laplace operator on RN by means of this equivalence with

Volterra equations. This is due to the fact that, as observed in the references [33] and [64] the

kernel b satisfies the following remarkable property:

(PC) b ∈ L1
loc(R+) is non-negative, and non-increasing and there exists a kernel a ∈ L1

loc(R+) such

that a ? b ≡ 1 in (0,∞).

In particular, if b satisfies condition (PC) then a is completely positive cf. [17, Theorem 2.2] or

[58, Remarks on p.326]. For example, for b(t) = g1−α(t) we have a(t) = gα(t) where 0 < α < 1.

Another very interesting example is given by

b(t) =

∫ 1

0

gβ(t)dβ and a(t) =

∫ ∞
0

e−st

1 + s
ds. (1.0.2)



CHAPTER 1. INTRODUCTION 3

In this case the operator ∂t(b ? ·) is a so-called operator of distributed order, see e.g. [39]. More

examples are discussed in [64, Section 6]. In this thesis, we study the following model

∂t(b ? [x− h(·, x(·))])(t) +A(x(t)− h(t, x(t)) = f(t, x(t)), t ≥ 0. (1.0.3)

Our initial observation is that under the hypothesis of the condition (PC), the equation (1.0.3)

is equivalent to the following class of abstract integral Volterra equations


x(t)− h(t, x(t)) +

∫ t

0

a(t− s)A[x(s)− h(s, x(s))]ds

=

∫ t

0

a(t− s)f(s, x(s))ds+ x0 − h(0, x0),

x(0) = x0.

(1.0.4)

In the paper [71] by Zhang and Liu, the existence of mild solutions in a particular case of (1.0.4)

was proved, based on the Hausdorff measure of non-compactness. Alvarez and Lizama [4] is another

reference on the application of measure of non-compactness to the existence of mild solutions for

evolution equations.

On the other hand, the existence of globally attractive solutions for mathematical models is a

very challenging topic that is drawing the attention of many researchers in the last decade. For

instance, Alzabut and Abdeljawad in [5] studied the existence of a globally attractive periodic

solutions of an impulsive delay logarithmic population model. Bartuccelli, Deane and Gentile [9]

analyzed globally and locally attractive solutions for quasi-periodically forced systems, and Li and

Cheng [42] established conditions for the existence of globally attractive periodic solutions of a

perturbed functional differential equation. In general, the attracting character of the solutions can

be deduced by different methods. For instance, using a result due to Tang [62], or via the measure

of non-compactness due to Banás [8]. In this thesis, we will take this last approach.

Motivated by the initial observation, we ask ourselves: Under which conditions on a general

kernel a(t) there exists globally attractive mild solutions for the abstract model (1.0.4)?

One of our purposes in this thesis is to provide an answer to this question. Roughly speaking,

we find the following class of kernels:
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(K) a ∈ C((0,∞)) ∩ L1
loc(R+) is completely monotonic.

We notice that both kernels a(t) = gq(t), 0 < q < 1 and a(t) given in (1.0.2) satisfy the property

(K).

Parallel to the above description of continuous cases, discrete models have been attracting

attention due to their applications to modeling on networks and to their use in approximation

theory. A seminal paper is [10], which study several concrete difference operators. More recent

references are [1, 14, 21, 36, 46].

In the second part of this thesis, we first study the fundamental solution of a semidiscrete model:

continuous in time (R+) and discrete in space (Z). We first consider the following modelDβt u(n, t) = −(−∆d)
αu(n, t) + g(n, t), t > 0, n ∈ Z,

u(n, 0) = ϕ(n), ut(n, 0) = ψ(n).

(1.0.5)

Here, 0 < α < 1 and −(−∆d)
α is the discrete fractional Laplacian. We assume that 1 < β ≤ 2 (in

the case 0 < β ≤ 1 we have to assume only one initial condition). This case was previously studied

in [34] from a slightly different perspective. We recall that ∆d is the discrete Laplacian:

∆df(n) = f(n+ 1)− 2f(n) + f(n− 1), n ∈ Z, f ∈ lp(Z), 1 ≤ p ≤ ∞,

whereas the discrete fractional Laplacian is defined by:

(−∆d)
αf(n) =

∑
k∈Z

Kα(n− k)f(k), n ∈ Z, f ∈ lp(Z), 1 ≤ p ≤ ∞,

where the coefficients Kα are given by:

Kα(n) =
1

2π

∫ π

−π
(4 sin2(θ/2))αe−inθdθ =

(−1)nΓ(2α+ 1)

Γ(1 + α+ n)Γ(1 + α− n)
, n ∈ Z.

Interest in this particular semi discrete model comes partially from an equation studied by Mainardi,

Luchko and Pagnini [49]. We observe that, recently, several authors have studied equations involving

the discrete fractional Laplacian, for example, we cite [14, 15, 31, 32].

We remark that the model (1.0.5) includes many well-known semi-discrete equations as partic-

ular case:
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• For α = 1, β = 2 we get the semi-discrete wave equation (see [46]).

• For α = β = 1 we get the semi-discrete heat equation (see [14]).

• For α = 1
2 , β = 1 we get the semi-discrete Poisson equation (see [14]).

• For α = 1, β = 1
3 we get the semi-discrete Airy equation (see [63]).

Other references on the study of fundamental solutions of this models are [15] and [46] . Par-

ticularly, in [46], the authors combine operator theory techniques with the properties of the Bessel

functions to develop a theory of analytic semigroups and cosine operators generated by ∆d and

−(−∆d)
α.

On the other hand, we observe that (1.0.5) is a particular case of the more general modelDβt u(n, t) = −Aαu(n, t) + f(n, t) n ∈ Z, t > 0,

u(n, 0) = ϕ(n), n ∈ Z,
(1.0.6)

where A is a bounded linear operator. In the particular case that A = ∇ is the backward Euler

operator or −A = ∆ is the forward Euler operator, this model was studied in [1], where maximum

and comparison principles in the context of harmonic analysis are proved.

Our purpose in the last part of this thesis is to investigate in an unified way the fundamental

solutions of the fractional semi discrete models (1.0.5) and (1.0.6).

In order to provide simultaneously in our analysis the sub diffusive and super difussive cases

associated to this models, in this thesis we include the representation of the fundamental solutions

for the following semi-discrete equations:Dβt u(n, t) = Bu(n, t) + g(n, t), n ∈ Z, t > 0,

u(n, 0) = ϕ(n), n ∈ Z,

in case 0 < β ≤ 1 and Dβt u(n, t) = Bu(n, t) + g(n, t), n ∈ Z, t > 0,

u(n, 0) = ϕ(n), ut(n, 0) = φ(n), n ∈ Z,
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in case 1 < β ≤ 2. In both cases, B will be the convolution operator Bf(n) := (b ∗ f)(n) defined

on `p(Z), p ∈ [1,∞], b ∈ `1(Z) and β ∈ (0, 2] is a real number.

Our key observation is that discrete fractional operators can be obtained by allowing fractional

powers of b as element of the Banach algebra `1(Z). This original approach, that we provide in this

thesis, allow us to obtain new insights by introducing a completely new method to analyze both

qualitative behavior and fundamental solutions of the above described models in an unified way.

At the end, we present relevant semi-discrete models as particular case of the general theory, for

instance, the discrete Nagumo equation, r-transport equations and a new and interesting second

order discrete equation (involving a new discrete operator, namely ∆dd) that we have named the

De Juhasz equation, which appears in the Bateman’s [10] in connection with surges in springs and

connected systems of springs.

This thesis is organized in five chapters. In the second chapter, we give the concepts and main

results that are used in the development of this work. In the third chapter, we prove the existence of

globally attractive mild solution for (1.0.3), where t ∈ R+. In the fourth chapter, we give the explicit

solution for the discrete model equation involving the discrete fractional Laplacian and we prove

that, for each t ∈ R+, the fundamental solution lies in `∞(Z). Also, we consider a perturbation on

the discrete Laplacian, and we get similar results. In the fifth chapter, we study the fundamental

solution for the general linear model involving a convolution operator with symbol in `1(Z), via

Banach algebras. Finally, we apply this result for several difference operators and their fractional

powers.



Chapter 2

Preliminaries

In this chapter we present a summary of definitions and main results of the literature that will

be used throughout this thesis. Mainly, we give the basic concepts related to semigroup, cosine

and resolvent families of operators, almost sectorial operators, special functions and subordination

principle on Wright function. Also we give information about of fractional derivative in Caputo

sense, measure of non-compactness, as well as other concepts that will be useful in this thesis.

2.1 Semigroup and cosine families of operators

The notions of semigroups and cosine operators are a powerful tool in order to study the abstract

Cauchy problem of order 1 and 2, respectively. In what follows, we denote B(X) as the set of all

bounded linear operators from X into X.

Definition 2.1.1. Let X be a Banach space. A one parameter family {T (t)}t≥0 ⊂ B(X) is a

semigroup of bounded linear operators on X if

7
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1. T (0) = I, the identity operator on X.

2. T (t + s) = T (t)T (s), for all t, s ≥ 0. This is called the semigroup property or functional

equation for a semigroup.

The linear operator A defined by

D(A) = {x ∈ X : lim
t→0+

T (t)x− x
t

exists} (2.1.1)

and

Ax =
T (t)x− x

t
=
d+T (t)x

dt
, x ∈ D(A) (2.1.2)

is the infinitesimal generator of the semigroup T (t), D(A) is the domain of A. The semigroup of a

linear operator {T (t)}t≥0 is uniformly continuous if

lim
t→0+

||T (t)− I|| = 0. (2.1.3)

In this case, we have an explicit representation for this semigroup, given by the expression

T (t)x =

∞∑
j=0

(At)j

j!
, x ∈ X.

A semigroup of linear operators {T (t)}t≥0 is strongly continuous or C0-semigroup if

lim
t→0+

||T (t)x− x|| = 0, ∀x ∈ X. (2.1.4)

The semigroup theory arises in the study of the solution for the abstract Cauchy problem of first

order  d
dtu(t) = Au(t), t ∈ R+,

u(0) = x, x ∈ D(A),
(2.1.5)

where u : R+ → X.

If A is the generator of a strongly continuous semigroup, then the function defined by u(t) :=

T (t)x is the unique solution for the abstract Cauchy problem (2.1.5). For more information, see

[7, 18, 53].
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Definition 2.1.2. Let X be a Banach space. A one parameter family {C(t)}t∈R ⊂ B(X) is a

Cosine family of bounded linear operators if

i) C(0) = I.

ii) C(t+ s) + C(t− s) = 2C(t)C(s), for all t, s ∈ R.

The linear operator A defined by

D(A) = {x ∈ X : lim
t→0+

2
C(t)x− x

t2
exists} (2.1.6)

and

Ax = 2
C(t)x− x

t2
, x ∈ D(A) (2.1.7)

is the infinitesimal generator of the Cosine family {C(t)}t∈R and D(A) is the domain of A.

When the operator A is bounded on X, we have a explicit representation for the cosine operator

given by the expression

C(t)x =

∞∑
j=0

(−1)j(At)2j

(2j)!
x, x ∈ X.

A Cosine family of operators {C(t)}t≥0 is strongly continuous if for each x ∈ X, the application

t→ C(t)x is continuous.

We consider the second order differential equation
d2

dt2u(t) = Au(t), t ∈ R,

u(0) = x, x ∈ D(A),

u′(0) = 0,

(2.1.8)

where u : R → X. If A is the generator of a strongly continuous cosine family, then the function

defined by u(t) := C(t)x is the unique solution for the abstract Cauchy problem (2.1.5). For more

information, see [7, 19].
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2.2 Resolvent and integral resolvent families of operators.

In this section, we give the definition of resolvent and integral resolvent families of operators, which

are an important tool for the formulation of mild solution for integral equations.

Definition 2.2.1. Let B be a closed linear operator with domain D(B) ⊂ X and a ∈ L1
loc(R+).

A family {S(t)}t≥0 ⊂ B(X) is called a resolvent with generator B if the following conditions are

satisfied:

(1) S(t) is strongly continuous on R+ and S(0) = I;

(2) S(t) commutes with B, which means that S(t)D(B) ⊂ D(B) and BS(t)x = S(t)Bx, for all

x ∈ D(B) and t ≥ 0;

(3) The resolvent equation holds:

S(t)x = x+

∫ t

0

a(t− s)BS(s)xds, for all x ∈ D(B), t ≥ 0. (2.2.1)

Definition 2.2.2. Let B be a closed linear operator with domain D(B) ⊂ X and a ∈ C(R+).

A strongly continuous family {P (t)}t≥0 contained in B(X) is called an integral resolvent with

generator B if the following conditions are satisfied:

(1) P (0) = a(0)I;

(2) P (t) commutes with B;

(3) The integral resolvent equation holds:

P (t)x = a(t)x+

∫ t

0

a(t− s)BP (s)xds for all x ∈ D(B), t ≥ 0. (2.2.2)

Definition 2.2.3. A resolvent S(t) (resp. an integral resolvent P (t)) is called analytic if the

function S : R+ → B(X) (resp. P : R+ → B(X)) admits a analytic extension to a sector

Σ(0, θ) := {z ∈ C : |arg(z)| < θ, θ ∈ (0, π2 )}.
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An analytic resolvent S(t) (resp. an integral resolvent P (t)) is said to be of analyticity type

(ω0, θ0) if for each θ < θ0 and ω > ω0 there is M = M(ω, θ) such that:

‖S(z)‖ ≤MeωRez (resp.‖P (z)‖ ≤MeωRez).

Let f be exponentially bounded of order ω. We denote the Laplace transform of f by

L(f)(λ) :=

∫ ∞
0

e−λtf(t) dt, Re(λ) > ω.

We define the finite convolution on R+ by

(f ? g)(t) :=

∫ t

0

f(t− s)g(s) ds.

Directly from [57, Theorem 0.1, p.5] we have the following result.

Proposition 2.2.4. Let {P (t)}t≥0 be an analytic integral resolvent of type (ω0, θ0) and a(t) of

exponential growth. Let P̂ (t) be denote the Laplace transform of {P (t)}t≥0. Then, for each ω > ω0

and θ < θ0:

‖P̂ (λ)‖ ≤ C

|ω − λ|
, λ ∈ Σ

(
ω, θ +

π

2

)
, for some C = C(ω, θ) > 0. (2.2.3)

The relation between resolvent and integral resolvent families is given in the following proposi-

tion.

Proposition 2.2.5. Suppose that a ∈ C1(R+), then∫ t

0

P (s)xds =

∫ t

0

a(t− s)S(s)xds, t ≥ 0, x ∈ X. (2.2.4)

In particular, if B is the generator of a resolvent family, then B is also the generator of an integral

resolvent family, given by the formula

P (t)x = a(0)S(t)x+

∫ t

0

a′(t− s)S(s)xds, t ≥ 0, x ∈ X. (2.2.5)
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Proof. Using the identities (2.2.1) and (2.2.2), we have, in view of the commutativity of the convo-

lution

(S ? P )(t) = (I ? P )(t) +B(a ? S ? P )(t) = (I ? P )(t) + S ? (B(a ? P ))(t)

= (I ? P )(t) + (S ? [P − a])(t) = (I ? P )(t) + (S ? P )(t)− (S ? a)(t).

Therefore, we obtain (2.2.4). Differentiating (2.2.4) with respect to t, we obtain (2.2.5).

2.3 Almost sectorial operators

In this section, we recall the definition and properties of almost sectorial operators. Let S0
µ with

0 < µ < π be the open sector:

S0
µ = {z ∈ C \ {0} : |arg(z)| < µ}

and Sµ be its closure, that is:

Sµ = {z ∈ C : |arg(z)| ≤ µ}. (2.3.1)

We denote by ρ(A) the resolvent set of the linear operator A and σ(A) := C \ ρ(A) the spectrum of

the linear operator A . For z ∈ ρ(A) we denote the resolvent operator

R(z;A) := (zI −A)−1.

Definition 2.3.1. [54] Let −1 < γ < 0 and 0 ≤ ω < π be given. By Θγ
ω(X) we denote the family

of all linear and closed operators A : D(A) ⊆ X → X, which satisfy:

(1) σ(A) ⊆ Sω, and

(2) for every ω < µ < π there exists a constant Cµ such that:

||R(z;A)||B(X) ≤ Cµ|z|γ , for all z ∈ C \ Sµ.

Definition 2.3.2. A linear operator A is called an almost sectorial operator on X if A ∈ Θγ
ω(X).
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Given A ∈ Θγ
ω(X), we denote Xα := D(Aα), and ‖x‖α := ‖Aαx‖ for x ∈ D(Aα). The existence

of the complex power Aα is a consequence of the functional calculus developed in [54, Section 2].

See also [54, Theorem 3.2 and Proposition 3.3] for their main properties. In contrast to the case of

sectorial operators, having 0 ∈ ρ(A) does not imply that the complex powers A−α with Reα > 0 are

bounded. However, the operator A−α belongs to B(X) whenever Reα > 1+γ. See [54, Proposition

3.4].

Consider A ∈ Θγ
ω(X) with −1 < γ < 0 and 0 < ω < π

2 . We denote, for t ∈ S0
π
2−ω

,

T (t) :=
1

2πi

∫
Γθ

e−tzR(z;A)dz, (2.3.2)

where ω < θ < µ < π
2 − |arg t| and Γθ denotes the path

{re−iθ : r > 0 } ∪ {reiθ : r > 0},

oriented such that S0
θ lies to the left of Γθ. We have the following properties on {T (t)}t≥0. For a

proof, see [54, Theorem 3.9].

(i) {T (t)}t≥0 is an analytic semigroup in S0
π
2−ω

and

dn

dtn
T (t) = (−A)nT (t), for all t ∈ S0

π
2−ω

.

(ii) There exists a constant C0 = C0(γ) > 0 such that

||T (t)||B(X) ≤ C0t
−γ−1, for all t > 0.

(iii) The range R(T (t)) of {T (t)}t≥0 is contained in D(A∞), for each t ∈ S0
π
2−ω

. In particular for

all β ∈ C with Reβ > 0, R(T (t)) ⊂ D(Aβ) and

AβT (t)x =
1

2πi

∫
Γθ

zβe−tzR(z;A)xdz, for all x ∈ X,

and hence there exists a constant C ′ = C ′(γ, β) > 0 such that:

||AβT (t)||B(X) ≤ C ′t−γ−Reβ−1, for all t > 0.

(iv) If β > 1 + γ, then D(Aβ) ⊂ ΣT , where ΣT is the continuity set of the semigroup {T (t)}t≥0.

That is:

ΣT = {x ∈ X : lim
t→0

T (t)x = x}.
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Recall that R(z;A) denotes the resolvent operator of A. The relation between the resolvent

operator of A and the semigroup {T (t)}t≥0 is characterized by the following Lemma:

Lemma 2.3.3. [54, Theorem 3.13] Let A ∈ Θγ
ω(X), with −1 < γ < 0 and 0 < ω < π

2 be given.

Then, for every λ ∈ C, with Reλ > 0, we have:

R(λ;−A) =

∫ ∞
0

e−λtT (t)dt. (2.3.3)

In other words, if A ∈ Θγ
ω(X) then −A is the generator of an analytic semigroup of growth

order γ + 1.

2.4 Special functions

Special functions play a crucial role in the study of differential equations of fractional order. In

this section, we give the basic theory of the Mittag-Leffler function, the Wright functions of one

and two parameters, the generalized Wright function, the Lévy stable distribution, Bessel function

of first kind and the modified Bessel function of first order.

2.4.1 Mittag-Leffler function

The well-known Mittag-Leffler function (see e.g. [25, 26, 55, 61]) is defined as follows:

Eα,β(z) :=

∞∑
n=0

zn

Γ(αn+ β)
=

1

2πi

∫
Ha

eµ
µα−β

µα − z
dµ, α > 0, β ∈ C, z ∈ C, (2.4.1)

where Ha is a Hankel path, i.e. a contour which starts and ends at −∞ and encircles the disc

|µ| ≤ |z| 1α counterclockwise. The Laplace transform of the Mittag-Leffler function is given by (see

[35]) ∫ ∞
0

e−λttαk+β−1E
(k)
α,β(±ωtα) dt =

k!λα−β

(λα ∓ ω)k+1
, α > 0, β ∈ C, Re(λ) > |ω| 1α . (2.4.2)
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Note that Mittag-Leffler function generalizes some well known functions:

• E0,1(z) = 1
1−z .

• E1,1(z) = ez.

• E2,1(z) = cosh(
√
z).

•
∫ z

0

E0,1(s2) ds = arctan(z).

•
∫ z

0

E2,1(s2) ds = sin(z).

For z ∈ C, and 0 < α < 1, we also have

E2α,1(−z2) =

∫ ∞
0

cos(zt)Φα(t)dt,

zE2α,1+α(−z2) =

∫ ∞
0

sin(zt)Φα(t)dt, (2.4.3)

see [28, Formula 2.29]. For more details on the Wright functions Φα, we refer to [25, 26, 28, 55, 61, 69]

and the references therein. Some properties of the Mittag-Leffler function are the following.

Proposition 2.4.1. Let α, γ > 0 and m ∈ N ∪ {0} be given.

i) Eα,β(z) = zEα,α+β(z) + 1
Γ(β) .

ii) Eα,β(z) = βEα,β+1(z) + αz d
dzEα,β+1(z).

iii)
(
d
dz

)m
[zγ−1Eα,γ(zα)] = zγ−m−1Eα,γ−m(zα).

A proof of the above proposition can be found in [55, p. 22, Formula (1.83)].
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2.4.2 Wright functions

In this subsection, we present the Wright function of one parameter Φβ , the Wright function of two

parameters Φα,β , the scaled Wright function ψα,β and the generalized Wright function pΨq. We

give the principal properties and the relationship between these functions.

Wright function of one parameter

The well-known Wright type function with one parameter on C [25, Formula (28)] (see also [55, 61,

69]) is defined as

Φα(z) :=

∞∑
n=0

zn

n!Γ(−αn+ 1− α)
=

1

2πi

∫
γ

µα−1eµ+zµαdµ, 0 < α < 1, (2.4.4)

where γ is a contour which starts and ends at −∞ and encircles the origin once counterclockwise.

An interesting fact is the following relationship between the Wright and the Mittag-Leffler

functions.

Proposition 2.4.2. Let z ∈ C, t > 0 and 0 < α, γ < 1. Then the following properties hold:

(i) Eγ,1(z) =

∫ ∞
0

Φγ(t)eztdt.

(ii) Φα(t) ≥ 0.

(iii)

∫ ∞
0

Φα(t)dt = 1.

For a proof, see [2, Section 2]. It follows from (ii) and (iii) that Φα is a probability density

function on R+. The following formula, on the moments, holds∫ ∞
0

xpΦα(x)dx =
Γ(p+ 1)

Γ(αp+ 1)
, p > −1, 0 < α < 1. (2.4.5)
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The formula (2.4.5) is derived from the representation (2.4.4) and can be found in [25, formula after

(38)]. Note that in this reference the notation M(x, α) := Φα(x) is used. For more details on the

Wright type functions, we refer to [12, 25, 47, 69] and the references therein.

Wright function of two parameters

The Wright function of two parameters is defined by

Φα,β(z) :=

∞∑
n=0

zn

n!Γ(αn+ β)
=

1

2πi

∫
γ

µ−βeµ+zµαdµ, 0 < α < 1, β ∈ C. (2.4.6)

Note from the above definition that

Φα(z) = Φ−α,1−α(z). (2.4.7)

Scaled Wright function of two parameters

Now, we define the scaled Wright function, as follows

ψα,β(t, s) := tβ−1Φ−α,β(−st−α), t > 0, s ∈ C. (2.4.8)

Note that using the change of variable z = µ
t , we get the integral representation

ψα,β(t, s) =

∫
γ

z−βetz−sz
α

dµ, t, s > 0. (2.4.9)

We remark that ψα,β(t, s) > 0, for all t, s > 0. For more details and properties, see [2, Theorem

3.2]. Using (2.4.7) and (2.4.8) we obtain the following relation between the scaled Wright function

and Wright function of one parameter

ψα,1−α(s, t) = t−αΦα(stα), 0 < α < 1, t > 0, s ∈ C. (2.4.10)

Generalized Wright function

Now, we present the generalized Wright function (see [37, 38, 67, 68]) that we have briefly mentioned

in the introduction. It is defined by
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F (z) ≡ pΨq


(ai, αi)1,p

(bj , βj)1,q

∣∣∣∣∣∣∣∣∣ z
 =

∞∑
k=0

∏p
i=1 Γ(ai + αik)∏q
j=1 Γ(bj + βjk)

zk

k!
, (2.4.11)

where z, ai, bj ∈ C, αi, βj ∈ R, i = 1, ..., p and j = 1, ..., q. Results on the radius of convergence of

the series (2.4.11) is presented in the following theorem. We refer to [38, Theorem 1.5 p.56.].

Theorem 2.4.3. Let ai, bj ∈ C and αi, βj ∈ R, (i = 1, ..., p; j = 1, ..., q), and let:

κ =
∑q
j=1 βj −

∑p
l=1 αl,

δ =

p∏
l=1

|αl|−αl
q∏
j=1

|βj |βj ,

µ =

q∑
j=1

bj −
p∑
l=1

al −
p− q

2
.

(i) If κ > −1, then the series in (2.4.11) is absolutely convergent for all z ∈ C.

(ii) If κ = −1, then the series in (2.4.11) is absolutely convergent for |z| < δ and for |z| = δ and

Re(µ) > 1
2 .

Furthermore, if ck =

∏p
i=1 Γ(ai + αik)∏q
j=1 Γ(bj + βjk)

1

k!
, then, using Stirling’s formula (2.5.2), for k sufficiently

large, we have that

|ck| ∼ A
(
k

e

)−(κ+1)k

δ−kk−(Re(µ)+ 1
2 ), (2.4.12)

where

A = (2π)
p−q−1

2

∏p
l=1 |αl|Re(al)− 1

2∏q
j=1 |βj |Re(bj)− 1

2

.

Remark 2.4.4. The Mittag-Leffler and Wright functions can be recovered as special cases of the

generalized Wright function (with an obvious extension of notation). Indeed,

Eα,β(z) :=

∞∑
n=0

zn

Γ(αn+ β)
= 0Ψ1


(β, α)

∣∣∣∣∣∣∣∣∣ z
 ,
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and

Φα(z) :=

∞∑
n=0

zn

n!Γ(−αn+ 1− α)
= 0Ψ1


(1− α,−α)

∣∣∣∣∣∣∣∣∣ z
 .

The Wright function with two-parameters Wλ,µ(z) has the representation:

Φλ,µ(z) :=

∞∑
n=0

zn

n!Γ(λn+ µ)
= 0Ψ1


(µ, λ)

∣∣∣∣∣∣∣∣∣ z
 .

2.4.3 Stable Lévy distribution

We present the following function, called stable Lévy distribution, defined for 0 < α < 1 by

ft,α(λ) =


1

2πi

∫ σ+i∞

σ−i∞
ezλ−tz

α

dz, σ > 0, t > 0, λ ≥ 0,

0 λ < 0,

(2.4.13)

where the branch of zα is taken so that Re(zα) > 0 for Re(z) > 0. This branch is single-valued in

the z-plane cut along the negative real axis. These functions were introduced by S. Bochner [13]

in the study of certain stochastic processes. K. Yosida [70] used them systematically in the study

of semigroups generated by fractional powers of uniformly bounded semigroups of linear operators.

The Lévy distribution are the density functions associated with the stable Lévy processes in the

rotational invariant case, and are related to the fractional Brownian motion.

Remark 2.4.5. The following properties hold:

(i)

∫ ∞
0

e−λaft,α(λ)dλ = e−ta
α

, t > 0, a > 0, 0 < α < 1.

(ii) ft,α(λ) ≥ 0, λ > 0, t > 0, 0 < α < 1.

(iii)

∫ ∞
0

ft,α(λ)dλ = 1, t > 0, 0 < α < 1.

(iv) ft+s,α(λ) =

∫ λ

0

ft,α(λ− µ)fs,α(µ)dµ, λ > 0, t, s > 0, 0 < α < 1.
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(v)

∫ ∞
0

eλzfλ,α(t)dλ = tα−1Eα,α(ztα), z ∈ C, t > 0, 0 < α < 1.

For a proof of (i)-(iv), see [70, p.260-262]. Concerning (iv) we have to observe in [70, Proposition

1, p.260] that by definition ft,α(λ) = 0 for λ < 0. For the property (v) we refer to the paper [2,

Theorem 3.2 (iii)].

Note that the Lévy functions can be defined using the Wright functions of one and two param-

eters. In the case of one parameter, we have the representation

ft,α(λ) =
αt

λα+1
Φα(tλ−α), (2.4.14)

which follows from [35, (2.11)] and [70, Prop. 1, p.260]. For the case of the Wright function with

two parameters, it follows from [2, Formulas (17), (18) and (32)] that

ft,α(λ) =
1

λ
Φ−α,0(−tλ−α).

Furthermore, note that from (2.4.9), we get

fs,α(t) =

∫
γ

etz−sz
α

dµ = ψα,0(t, s), t, s > 0. (2.4.15)

2.4.4 Bessel functions

The Bessel function are the standard solutions to the Bessel’s differential equation

x2 d
2y

dx2
+ x

dy

dx
+ (x2 − ν2)y = 0,

where ν ∈ R is the order of the Bessel function. Since this equation is of second order, it has two

linearly independent solutions, namely Jν(x) and Yν(x).
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Bessel function of first kind Jν(x)

The Jν(x) function is known as Bessel function of first kind, and is given by the following expression

Jν(x) =

∞∑
n=0

(−1)n

Γ(n+ ν + 1)n!

(x
2

)2n+ν

, x ≥ 0. (2.4.16)

We recall some properties of the Bessel functions.

• Sign of Jν(x)

Jn(−x) = J−n(x) = (−1)nJn(x). (2.4.17)

• The generating function (see [29, Formula 8.511], [6]):∑
n∈Z

Jn(x)zn = e
x
2 (z− 1

z ), z ∈ C \ {0}, x ≥ 0. (2.4.18)

• Aditivity of Jν(x)

Jn(x+ y) =
∑
k∈Z

Jn−k(x)Jk(y). (2.4.19)

• The integral representation of Jν (see [6, Chapter 4]) is given by

Jν(x) =
1

√
πΓ(ν + 1

2 )

(x
2

)ν ∫ 1

−1

eixt(1− t2)ν−
1
2 dt, Re(ν) > −1

2
. (2.4.20)

Remark 2.4.6. From (2.4.20), one easily deduces the Poisson integral representation

Jν(x) =
1

√
πΓ(ν + 1

2 )

(x
2

)ν ∫ π

0

cos(x cos θ) sin2α(θ) dθ. (2.4.21)

Modified Bessel function of first kind Iν(x)

For ν ∈ R, Iν denotes the Modified Bessel functions of the first kind, defined by

Iν(x) =

∞∑
n=0

1

Γ(n+ ν + 1)n!

(x
2

)2n+ν

. (2.4.22)

This function satisfies, among others, the following properties:
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• Positivity

In(x) ≥ 0, n ∈ Z, x ≥ 0. (2.4.23)

• Aditivity of Jν(x)

In(x+ y) =
∑
k∈Z

In−k(x)Ik(y). (2.4.24)

• Sign of In

I−n(x) = In(x) = (−1)nIn(−x). (2.4.25)

• Generating property of In∑
n∈Z

In(x)zn = e
x
2 (z+ 1

z ), z ∈ C \ {0}, x ≥ 0. (2.4.26)

Remark 2.4.7. From the definition of Jν(x) and Iν(x) it is clear that

|Jν(x)| ≤ Iν(x), ν ∈ R+. (2.4.27)

Furthermore, we have

J 1
2
(z) =

√
2

πz
sin(z), J−1

2
(z) =

√
2

πz
cos(z),

see [29, Formula 8.464].

For ν > −1, and β, α > 0,

∫ ∞
0

e−αtIν(βt)dt =
β−ν

(
α−

√
α2 − β2

)ν
√
α2 − β2

, (2.4.28)

∫ ∞
0

e−αtJν(βt)dt =
β−ν

(√
α2 + β2 − α

)ν
√
α2 + β2

, (2.4.29)

see, for example, [29, Formula 6.611].

For ν > −1, and β, α > 0,∫ ∞
0

e−αtJν(βt)tν+1dt =
(2α)(2β)νΓ(ν + 3

2 )
√
π(α2 + β2)ν+ 3

2

, (2.4.30)

see, for example, [29, Formula 6.623(2)].
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2.5 Miscellaneous

In this section we give various definitions and results used in this thesis.

Definition 2.5.1. Let f ∈ Cm(R+,R) := {f : R+ → R : f (m) ∈ C(R)} and α ∈ R+, with

m− 1 ≤ α ≤ m be given. We define the Caputo fractional derivative of order α as follows

Dαt f(t) :=

∫ t

0

gm−α(t− s)f (m)(s) = (gm−α ? f
(m))(t), (2.5.1)

where gα(t) := tα−1

Γ(α) is called the convolution kernel. For more information, see ([55, page 78]).

Some useful properties are presented in the following proposition (see [45, Example 3.3] and [55,

Section 2.8.3]).

Proposition 2.5.2. Let f ∈ Cm(R+) and α, β > −1 be such that α+β > −1, with α ∈ (m−1,m),

m ∈ Z. Then

i) L(gα)(λ) = λ−α.

ii) (gα ? gβ)(t) = gα+β(t).

iii) L(Dαt f)(λ) = λαL(f)(λ)−
m−1∑
j=0

λjf (m−j−1)(0), Reα > 0, Reλ > 0.

In order to define the notion of measure of non-compactness we consider X a complex Banach

space with norm ‖ · ‖ and B(x, r) denotes the closed ball centered at x with radius r. By MX

we denote the family of all nonempty and bounded subsets of X. The subfamily consisting of all

relatively compact sets is denoted by NX . As usual, for a linear operator A, we denote by D(A)

the domain of A.

Definition 2.5.3. [8] A function µ :MX → R+ is said to be a measure of noncompactness in X
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if it satisfies the following conditions:

(1) The set Ker µ := {Ω ∈MX : µ(Ω) = 0} is nonempty and Ker µ ⊂ NX ;

(2) Ω ⊂ Ω0 implies µ(Ω) ≤ µ(Ω0), for each Ω,Ω0 ∈MX ;

(3) µ(Conv(Ω)) = µ(Ω), where Conv(Ω) denotes the convex hull of Ω;

(4) µ(Ω) = µ(Ω), where Ω denotes the closure of Ω ∈MX ;

(5) µ(λΩ + (1− λ)Ω0) ≤ λµ(Ω) + (1− λ)µ(Ω0), for λ ∈ [0, 1] and Ω,Ω0 ∈MX ;

(6) If {Ωn} is a sequence of sets in MX such that Ωn+1 ⊂ Ωn, Ωn = Ωn,

with n = 1, 2, ..., and if lim
n→∞

µ(Ωn) = 0, then the intersection Ω∞ =

∞⋂
n=1

Ωn is nonempty.

The following is a fixed point theorem of Darbo type for measures of noncompactness.

Lemma 2.5.4. [8] Let M be a nonempty, bounded, closed, and convex subset of a Banach space

X, and let H : M → M be a continuous mapping. Assume that there exists a constant k ∈ [0, 1),

such that:

µ(H(Ω)) ≤ kµ(Ω),

for any nonempty subset Ω of M. Then H has a fixed point in M.

The next Lemma is a useful tool in order to estimate the asymptotic behaviour of the Gamma

function.

Lemma 2.5.5. The Stirling’s formula is given by

Γ(z) ≡
√

2π

z

(z
e

)z
O

(
1 + (

1

z
)

)
, (2.5.2)

when |z| is sufficiently large, and |arg(z)| < π − ε, ε > 0.
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The following identity holds

Lemma 2.5.6. Assume that Re(a) > 0 and b ∈ R. Then∫ π

0

(sin(t))a−1eibtdt =
π

2a−1

eiπb/2

aB((a+ b+ 1)/2, (a− b+ 1)/2)
, (2.5.3)

where B(·, ·) is the usual Beta function defined by

B(x, y) :=

∫ 1

0

tx−1(1− t)y−1 dt, Re(x),Re(y) > 0.

.

We recall the relationship between Gamma and Beta functions (see [55, Section 1.1.4])

B(x, y) =
Γ(x)Γ(y)

Γ(x+ y)
.



Chapter 3

Existence of globally attractive

mild solutions for nonlocal

equations.

In this chapter we present results obtained in the joint paper [22], where the existence of at least

one globally attractive mild solution to the equation

∂t(b ? [x− h(·, x(·))])(t) +A(x(t)− h(t, x(t))) = f(t, x(t)), t ≥ 0, (3.0.1)

is obtained under the assumption, among other hypothesis, that A is an almost sectorial operator

on a Banach space X and the kernel b belongs to a large class, which covers many relevant cases

from applications, in particular the important case of time-fractional evolution equations of neutral

type. Furthermore, in this chapter, we consider J = R+ in order to use the definitions and results

of resolvent and integral families of operators, presented in the Chapter 2, Section 2.2.

We recall our initial observation that under the hypothesis of the condition (PC): b ∈ L1
loc(R+)

is non-negative, and non-increasing and there exists a kernel a ∈ L1
loc(R+) such that a ? b ≡ 1 in

26
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(0,∞), then the above equation is equivalent to the following class of abstract integral Volterra

equations


x(t)− h(t, x(t)) +

∫ t

0

a(t− s)A[x(s)− h(s, x(s))]ds

=

∫ t

0

a(t− s)f(s, x(s))ds+ x0 − h(0, x0),

x(0) = x0.

(3.0.2)

3.1 The linear case

We first consider the linear problem x(t)− h(t) =

∫ t

0

a(t− s)(−A)[x(s)− h(s)]ds+

∫ t

0

a(t− s)f(s)ds+ x0 − h(0),

x(0) = x0,

(3.1.1)

where a ∈ L1
loc(R+), A is a closed linear operator defined on a Banach space X, f : R+ → X

and h : R+ → [D(A)] are given functions and x0 ∈ X. By a strong solution of (3.1.1) we mean a

function x ∈ C(R+; [D(A)]) that satisfies (3.1.1).

Definition 3.1.1. Let a ∈ C1(R+) be given. Suppose that −A is the generator of a resolvent

{S(t)}t≥0. Given functions f : R+ × X → X, h : R+ × X → [D(A)] and x0 ∈ X, we call the

continuous function x : R+ → X given by

x(t) = S(t)(x0 − h(0)) + h(t) +

∫ t

0

P (t− s)f(s)ds, t ≥ 0, (3.1.2)

a mild solution of (3.1.1), where {S(t)}t≥0 and {P (t)}t≥0 are given by (2.2.1) and (2.2.2), respec-

tively.

An important fact of the mild solutions is presented in the following result.

Proposition 3.1.2. Let f : R+ ×X → [D(A)] be given. If x0 ∈ D(A) then each mild solution is
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a strong solution.

Proof. Define B = −A and x1 := x0 − h(0). Since x0 ∈ D(A), where A is closed, and f(t) ∈ D(A)

for all t ≥ 0, we have S(t)x1 ∈ D(A) and (P ? f)(t) ∈ D(A) for all t ≥ 0, respectively. Therefore

x(t) ∈ D(A) for all t ≥ 0. Then by (3.2.2), properties of the convolution, Definition 2.2.1 and

Definition 2.2.2 we obtain

(a ? B(x− h))(t) = (a ? B[Sx1 + P ? f ])(t) = (a ? BS)(t)x1 + (a ? BP ? f)(t)

= S(t)x1 − x1 + ((P − a) ? f)(t) = x(t)− h(t)− x1 − (a ? f)(t)

which proves the proposition.

3.2 The non-linear case

Now, we consider the following nonlinear abstract integral equation:


x(t)− h(t, x(t)) =

∫ t

0

a(t− s)(−A)[x(s)− h(s, x(s))]ds

+

∫ t

0

a(t− s)f(s, x(s))ds+ x0 − h(0, x0),

x(0) = x0,

(3.2.1)

where a ∈ L1
loc(R+), A is an almost sectorial operator on a complex Banach space X, f : R+×X →

X and h : R+ ×X → [D(A)] are given functions and x0 ∈ X. By a strong solution of (3.2.1) we

mean a function x ∈ C(R+; [D(A)]) that satisfies (3.2.1).

Given an almost sectorial operator A there exists kernels a ∈ C1(R+) such that B := −A is the

generator of simultaneously a resolvent {S(t)}t≥0 and an integral resolvent {P (t)}t≥0. We denote

the set of all such kernels by K.

For example, if A is an almost sectorial operator, we know that −A is the generator of an analytic
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semigroup {T (t)}t≥0, and is explicitly given by the formula (4.1.4). Then, by [57, Corollary 2.4,

p.56] we obtain that the class of kernels a ∈ C((0,∞)) ∩ L1
loc(R+) that are completely monotonic,

belongs to K.

Now, we give the definition of mild solution to the equation (3.2.1).

Definition 3.2.1. Let A be an almost sectorial operator and a ∈ K. Given functions f : R+×X →

X, h : R+ ×X → [D(A)] and x0 ∈ X, we say that a continuous function x : R+ → X that satisfies

the equation

x(t) = S(t)(x0 − h(0, x0)) + h(t, x(t)) +

∫ t

0

P (t− s)f(s, x(s))ds, t ≥ 0, (3.2.2)

is a mild solution of (3.2.1), where {S(t)}t≥0 and {P (t)}t≥0 are given by (2.2.1) and (2.2.2) respec-

tively.

Definition 3.2.2. A mild solution x(t) of (3.0.1) is said to be globally attractive if:

lim
t→∞

(x(t)− y(t)) = 0,

for any mild solution y(t) of (3.0.1).

3.3 Existence of globally attractive mild solutions

In this section we present the main result of this chapter, which gives us the sufficient conditions

in order to guarantee the existence of mild solution globally attractive for the integral equation

(3.2.1). For this, we use a fixed point Theorem and a measure of noncompactness.

3.3.1 Measure of modulus of continuity

For any nonempty and bounded subset Y of the space BC(R+, X) consisting of all continuous and

bounded functions with domain R+ and range X, and a positive number T , we denote by ωT (x, ε)
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the modulus of continuity of a function x on the interval [0, T ], where x ∈ Y and ε ≥ 0. Namely:

ωT (x, ε) = sup{||x(t)− x(s)|| : t, s ∈ [0, T ], |t− s| ≤ ε}.

We then write additionally

ωT (Y, ε) = sup{ωT (x, ε) : x ∈ Y },

ωT0 (Y ) = lim
ε→0

ωT (Y, ε),

ω0(Y ) = lim
T→∞

ωT0 (Y ),

and

diam(Yt) = sup{||x(t)− y(t)|| : x, y ∈ Y }.

Finally, consider the function µ defined on the family MBC(R+,X) by the formula:

µ(Y ) = ω0(Y ) + lim sup
t→∞

diam(Y ). (3.3.1)

3.3.2 Existence of globally attractive mild solution

Let BC(R+, Xα) be denote the Banach space consisting of all real functions defined as bounded

and continuous from R+ to Xα with the norm ‖x‖∞ = sup
t≥0
‖x(t)‖α. Recall that Xα = D(Aα). The

main result of this chapter is the following theorem.

Theorem 3.3.1. Let A ∈ Θγ
ω(X) be given, with −1 < α + γ < 0, 0 < α < 1 and 0 < ω < π

2 and

a ∈ K. Assume that:

(H1) f : R+ ×Xα → X is continuous, and there exists a positive function ν : R+ → R+ such that:

 ||f(t, x)|| ≤ ν(t) for all x ∈ X;

the function s→ ||AαP (t− s)||ν(s) belongs to L1([0, t[,R+), and
(3.3.2)

lim
t→∞

η(t) := lim
t→∞

∫ t

0

||AαP (t− s)||ν(s)ds = 0. (3.3.3)



CHAPTER 3. EXISTENCE OF GLOBALLY ATTRACTIVE MILD SOLUTIONS 31

(H2) h : R+ ×Xα → Xα is bounded, continuous and there exist a constant L ∈ (0, 1) such that:

||h(t1, x(t1))− h(t2, x(t2))||α ≤ L(|t1 − t2|+ ||x(t1)− x(t2)||α),

for all x ∈ BC(R+, Xα).

(H3) For each nonempty, bounded set D ⊂ BC(R+, Xα), the family of functions

{t→ h(t, ϕ(t)) : ϕ ∈ D}

is equicontinuous.

(H4) The operator τ → AαP (τ) is bounded.

(H5) The resolvent family {S(t)}t≥0 and {P (t)}t≥0 are uniformly continuous for t > 0 and

sup
t≥0
||AαS(t)x|| <∞, for all x ∈ X.

(H6)

lim
τ→t

∫ t

0

||Aα(P (τ − s)− P (t− s))||ν(s)ds = 0, ∀t ≥ 0.

Then:

(1) The problem (3.2.1) has at least a mild solution on BC(R+, Xα).

(2) Mild solutions of (3.2.1) are globally attractive.

Proof. The proof consist in several steps. First, we consider the operator H defined as follows:

(Hx)(t) = S(t)(x0 − h(0, x0)) + h(t, x(t)) +

∫ t

0

P (t− s)f(s, x(s))ds, t ≥ 0. (3.3.4)

Step 1 We prove that there exists a ball

Br = {x ∈ BC(R+, Xα) : ||x||∞ ≤ r}

with radius r and centered at 0, such that H(Br) ⊂ Br. In fact, for any r > 0 and x ∈ Br,

in view of (H2),

||h(t, x(t))||α ≤ ||h(t, x(t))− h(t, 0)||α + ||h(t, 0)||α ≤ Lr +M1, (3.3.5)
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where M1 := supt∈R+ ||h(t, 0)||α < ∞ since h is bounded. Moreover, by (3.3.3) in (H2), we

get sup
t∈R+

η(t) ≤ K for a positive constant K. Let x ∈ Br be arbitrary, then by (3.3.5) and

(H5)

||H(x)(t)||α ≤ ||S(t)(x0 − h(0, x0))||α + ||h(t, x(t))||α +

∫ t

0

||P (t− s)f(s, x(s))||αds

≤ ||AαS(t)(x0 − h(0, x0))||+ Lr +M1 +

∫ t

0

||AαP (t− s)f(s, x(s))||ds

≤ sup
t≥0
||AαS(t)(x0 − h(0, x0)||+ Lr +M1 + sup

t≥0

∫ t

0

||AαP (t− s)ν(s)||ds.

Choose r such that:

r ≥
sup
t≥0
||AαS(t)(x0 − h(0, x0))||+M1 +K

1− L
,

then:

||(Hx)(t)||α ≤ r,

that is, H(Br) ⊂ Br.

Step 2 We prove that the operator H is continuous on Br. Indeed, let (xn)n∈N be a sequence in

Br, such that xn → x ∈ Br, as n→∞. Then:

‖f(s, xn(s))− f(s, x(s))‖ → 0, n→∞, (3.3.6)

because the function f is continuous on R+×Xα. Given T > 0 and for every t ∈ [0, T ] fixed,

using (H2) and (H4) we obtain:

||H(xn)(t)−H(x)(t)||α ≤ ||h(t, xn(t))− h(t, x(t))||α

+

∫ t

0

||P (t− s)(f(s, xn(s))− f(s, x(s)))||αds

≤ L||xn − x||∞ +

∫ t

0

||AαP (t− s)|| ||(f(s, xn(s))− f(s, x(s)))||ds.

(3.3.7)

Now, consider gn(s) = ||AαP (t− s)|| ||(f(s, xn(s))− f(s, x(s))||. By (3.3.6), we have:

lim
n→∞

gn(s) = 0,
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and by (H1)

gn(s) ≤ 2||AαP (t− s)||ν(s) ∈ L1([0, t[,R+)

which follows by (3.3.2). By the Lebesgue dominated convergence theorem, we conclude that

lim
n→∞

∫ t

0

||AαP (t− s)|| ||(f(s, xn(s))− f(s, x(s))||ds = 0,

and clearly limn→∞ L||xn − x||∞ = 0. Therefore, by (3.3.7) we have:

lim
n→∞

||H(xn)(t)−H(x)(t)||α = 0.

This proves that H is continuous en Br.

Step 3 Let Ω be an arbitrary nonempty subset of Br. We prove that:

µ(H(Ω)) ≤ Lµ(Ω).

Indeed, let us choose x ∈ Ω and t1, t2 with |t1 − t2| ≤ ε. For 0 < t1 < t2 ≤ T , we have:

||H(x)(t2)−H(x)(t1)||α ≤ ||(S(t2)− S(t1))(x0 − h(0, x0))||α

+||h(t, x(t2))− h(t, x(t1))||α

+||
∫ t1

0

(P (t2 − s)− P (t1 − s))f(s, x(s))ds||α

+

∫ t2

t1

||AαP (t2 − s)||ν(s)ds

= I1 + I2 + I3 + I4.

(3.3.8)

As a consequence of the continuity of {S(t)}t≥0 in the operator topology for t > 0, we have

that

I1 → 0, as t2 → t1.

By (H3), we see that:

I2 → 0, as t2 → t1.

For I3, we have:

||
∫ t1

0

(P (t2 − s)− P (t1 − s))f(s, x(s))ds||α ≤
∫ t1

0

||Aα(P (t2 − s)− P (t1 − s))||ν(s)ds

and by (H6), we have that:

I3 → 0, as t2 → t1.
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Finally, by (H1), (3.3.2), and by continuity of the integral, we have:

I4 ≤
∫ t2

t1

||AαP (t− s)||ν(s)ds→ 0 as t2 → t1.

Thus, we obtain:

ωT0 (H(Ω)) = 0.

Consequently, we have:

ω0(H(Ω)) = 0. (3.3.9)

Now, by our assumptions, for arbitrary fixed t ∈ R+ and x, y ∈ Ω we deduce that:

||Hx(t)−Hy(t)||α

≤ ||h(t, x(t))− h(t, y(t))||α +

∫ t

0

||P (t− s)(f(s, x(s))− f(s, y(s))ds||αds

≤ L||x(t)− y(t)||α + 2M2η(t).

By (3.3.3), we have:

lim sup
t→∞

diam(H(Ω))(t) ≤ L lim sup
t→∞

diam Ω(t). (3.3.10)

Therefore, using the measure of non-compactness µ defined in (3.3.1) and using (3.3.9) and

(3.3.10), we obtain:

µ(H(Ω)) ≤ Lµ(Ω). (3.3.11)

Step 4 We prove that the conclusion (1) is true. In fact, since 0 < L < 1, in view of (3.3.11)

and Lemma 2.2, we deduce that the operator H has a fixed point x in the ball Br. Hence,

equation (3.2.1) has at least one mild solution x(t).

Step 5 We prove that the conclusion (2) is true.

Indeed, for any other mild solution y(t) of equation (3.2.1), we have:

||x(t)− y(t)||α ≤ ||Hx(t)−Hy(t)||α
≤ L||x(t)− y(t)||α + 2M2η(t).

Then, by (3.3.3), we have:

lim
t→∞

||x(t)− y(t)||α ≤
2M2

1− L
lim
t→∞

η(t) = 0.

That is, mild solutions of (3.2.1) are globally attractive.
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We finish this subsection with the following practical criteria in order to verify condition (H6).

Proposition 3.3.2. Let A ∈ Θγ
ω(X), with −1 < γ < 0 and 0 < ω < π

2 , ω > 0 be fixed, a ∈ C1(R+)

such that a(0) = 0 and A the generator of an analytic integral resolvent {P (t)}t≥0. Then:

lim
τ→t

∫ t

0

||Aα(P (τ − s)− P (t− s)||ν(s)ds = 0, ∀t > 0, α ∈ (0, 1).

Proof. Since Aα = A−(1−α)A, where A−(1−α) ∈ B(X), for α ∈ (0, 1), it is enough to prove that:

lim
τ→t

∫ t

0

||A(P (τ − s)− P (t− s))||ν(s)ds = 0, ∀t > 0.

We first note the identity

A(P (r)− P (s)) = A

∫ r

s

P ′(τ)dτ =

∫ r

s

AP ′(τ)dτ.

By means of Lemma 2.1 in [57] we can obtain the following estimate

| 1

â(λ)
| ≤ ec(|λ−ω|

ς) (3.3.12)

on a sector Σ(ω, π2 + θ) where ω > ω0, θ < θ0 are fixed but arbitrary and where ς := π
π+2θ′ with

θ < θ′ < θ0. See also [57, Formula (2.19) p. 58]. Note that

AP ′(t) =
1

2πi

∫
Γ

eλtAP̂ ′(λ)dλ =
1

2πi

∫
Γ

eλtAλP̂ (λ)dλ, (3.3.13)

because a(0) = 0, and being Γ = Γ1 ∪ Γ2, defined by:

Γ1 = rei(
π
2 +θ) + ω, Γ2 = Reiϕ + ω,

with R = t−(1−ς)−1

, r > R and ϕ ∈ [0, π2 + θ]. Taking Laplace’s transform in both sides of (2.2.2),

we obtain:

P̂ (λ) =

(
1

â(λ)
+A

)−1

.

Using the identity I =
(

1
â(λ) +A

)
P̂ (λ) we have AλP̂ (λ) = λ− λ

â(λ) P̂ (λ). Therefore, from (3.3.13)

and Cauchy’s theorem, we get

AP ′(t) =
1

2πi

∫
Γ

eλtAλP̂ (λ)dλ = − 1

2πi

∫
Γ

eλt
[
λ

â(λ)
P̂ (λ)− λ

]
dλ

= − 1

2πi

∫
Γ

eλt
λ

â(λ)
P̂ (λ)dλ.
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Now, by (2.2.3) and (3.3.12) we conclude that

‖AP ′(t)‖ =
1

2π

∫
Γ

|eλt| |λ|
|â(λ)|

‖P̂ (λ)‖|dλ|

≤ C

2π

∫
Γ

eReλt
|λ|
|λ− ω|

ec|λ−ω|
ς

|dλ|

=
C

2π

∫
Γ1

eReλt
|λ|
|λ− ω|

ec|λ−ω|
ς

|dλ|+ C

2πi

∫
Γ2

eReλt
|λ|
|λ− ω|

ec|λ−ω|
ς

|dλ|

=
C

2π

∫ ∞
R

eωte−rt sin θ |ω + r|
r

ecr
ς

dr +
C

2πi

∫ π
2 +θ

0

eωte−Rt cosϕω +R

R
ecR

ς

Rdϕ

≤ Ceωt

2π

[
|ω|
∫ ∞
R

e−rt sin θ ecr
ς dr

r
+

∫ ∞
R

e−rt sin θecr
ς

dr

+R

∫ π
2 +θ

0

eRt cosϕecR
ς

dϕ+ |ω|
∫ π

2 +θ

0

eRt cosϕecR
ς

dϕ

]
=:

Ceωt

2π
[(I) + (II) + (III) + (IV )].

We observe that the term (I) appeared in [57], page 59 and can be estimated by t
π

2θ′ . For (II), we

use the change of variable b = t sin θ, s = rb, and the identity 12 on page 710 of [56], together with

the fact that 0 < ς < 1. We deduce that the integral is finite. Consequently, we can define, for all

t > 0:

Ψ(t) :=
Ceωt

2πi

[
|ω|
∫ ∞
R

e−rt sin θ e
crς

r
dr +

∫ ∞
R

e−rt sin θecr
ς

dr

+R

∫ π
2 +θ

0

eRt cosϕecR
ς

dϕ+ |ω|
∫ π

2 +θ

0

eRt cosϕecR
ς

dϕ

]
.

Therefore Ψ is a positive continuous function satisfying ‖AP ′(t)‖ ≤ Ψ(t) for all t > 0. In this way,

we conclude that:

||A(P (τ − s)− P (t− s))|| = ||
∫ τ−s

t−s
AP ′(r)dr|| ≤

∫ τ−s

t−s
‖AP ′(r)‖dr

≤
∫ τ−s

t−s
Ψ(r)dr =: Φ(τ).

where Φ is positive, increasing and Φ(τ) → 0 as τ → t. Therefore, by the monotone convergence

theorem, we obtain:

lim
τ→t

∫ t

0

||A(P (τ − s)− P (t− s))||ν(s)ds ≤ limτ→t

∫ t

0

∫ τ−s

t−s
Ψ(r)ν(s)drds

=

∫ t

0

[
lim
τ→t

∫ τ−s

t−s
Ψ(r)

]
ν(s)drds

=

∫ t

0

[
lim
τ→t

Φ(τ)
]
ν(s)drds = 0.
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3.4 An application

For 0 < q < 1, we consider the problem Dqt [x(t)− h(t, x(t))] = (−A)[x(t)− h(t, x(t))] + f(t, x(t))

x(0) = x0,
(3.4.1)

We recall that Dqt denotes the fractional derivative of order q > 0 in the sense of Caputo defined

in (2.5.1) and A ∈ Θγ
ω(X). Then, we may convolve with gq both sides in (3.4.1) and obtain the

equivalent problem
x(t)− h(t, x(t)) =

∫ t

0

gq(t− s)(−A)[x(s)− h(s, x(s))]ds

+

∫ t

0

gq(t− s)f(s, x(s))ds+ x0 − h(0, x0),

x(0) = x0,

(3.4.2)

which takes the form of the abstract model (3.2.1) with a(t) = gq(t). Therefore, our first application

retrieve the main result in [43].

We define the following operators.

Sq(t)x =

∫ ∞
0

Φq(σ)T (σtq)xdσ, t ∈ S0
π
2−ω

, x ∈ X, (3.4.3)

Pq(t)x =

∫ ∞
0

qσΦq(σ)T (σtq)xdσ, t ∈ S0
π
2−ω

, x ∈ X, (3.4.4)

and Φq(σ) is the Wright function of one parameter given by (2.4.4).

First, we present the following Lemma (see [65]).

Lemma 3.4.1. For each t ∈ S0
π
2−ω

, the operators {Pq(t)}t≥0 and {Sq(t)}t≥0 have the following

properties:

(a) For q > 0, −1 < α+ γ < 0, C0 depending of γ, q and C ′ depending of γ, q, α, we have:

||Sq(t)x|| ≤ C0Γ(−γ)
Γ(1−q(1+γ)) t

−q(1+γ)||x||,

||Pq(t)x|| ≤ qC0Γ(1−γ)
Γ(1−qγ) t−q(1+γ)||x||,

||AαPq(t)x|| ≤ qC′Γ(1−γ−α)
Γ(1−q(γ+α)) t

−q(1+γ+α)||x||,

(3.4.5)
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(b) For t > 0, {Pq(t)}t≥0 and {Sq(t)}t≥0 are continuous in the uniform operator topology.

Corollary 3.4.2. Let −1 < α+ γ < 0 and 0 < α < β < 1 be given. Assume that:

(F1) f : R+ ×Xα → X is continuous, and there exists a positive function ν : R+ → R+ such that:

 ||f(t, x)|| ≤ ν(t),

the function s→ ν(s)
(t−s)1+q(γ+q) belongs to L1([0, t[,R+),

(3.4.6)

lim
t→∞

η(t) := lim
t→∞

∫ t

0

ν(s)

(t− s)1+q(γ+α)
ds = 0 (3.4.7)

(F2) The function h : R+×Xα → Xα is bounded, continuous and there exists a constant L ∈ (0, 1)

such that:

||h(t1, x(t1))− h(t2, x(t2))||α ≤ L(|t1 − t2|+ ||x(t1)− x(t2)||α).

(F3) For each nonempty, bounded set D ⊂ BC(R+, Xα), the family of functions

{t→ h(t, ϕ(t)) : ϕ ∈ D}

is equicontinuous.

Then:

(1) For every x0 ∈ D(Aα+β) with β > 1 + γ, the problem (3.4.1) has at least mild solution on

BC(R+, Xα).

(2) All solution are globally attractive.

Proof. Since A ∈ Θγ
ω(X), the operator A generates an analytic semigroup {T (t)}t≥0. Let {S(t)}t≥0

and {P (t)}t≥0 be operators defined by:

S(t) := Sq(t),

P (t) := tq−1Pq(t),
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where {Sq(t)}t≥0 and {Pq(t)}t≥0 are defined in (3.4.3) and (3.4.4), respectively.

Define a(t) = gq(t). It is not difficult to see that {S(t)}t≥0 is a resolvent family and {P (t)}t≥0

is an integral family, both generated by −A.

With this, the mild solution of equation (3.4.1) is a solution of the problem:

x(t) = Sq(t)(x0 − h(0, x0)) + h(t, x(t)) +

∫ t

0

(t− s)q−1Pq(t− s)f(s, x(s))ds, t ≥ 0, (3.4.8)

We will prove that, with these ingredients, all the hypothesis of Theorem 5.4.1 are satisfied. Indeed:

(i) For (H1), we prove that the function s → ||AαPq(t − s)||ν(s) belongs to L1([0, t[,R+). In

fact, by (3.4.5), we have:

||Aα(t− s)q−1Pq(t− s)||ν(s) ≤ C ν(s)

(t− s)1+q(γ+q)
,

and in view of (3.4.6), the claim is proved. Also, by (3.4.6) and (3.4.7), we have:

lim
t→∞

∫ t

0

||AαP (t− s)||ν(s)ds ≤ lim
t→∞

∫ t

0

ν(s)

(t− s)1+q(γ+α)
ds = 0.

(ii) The hypotheses (H2) and (H3) are the same than (F2) and (F3).

(iii) The hypothesis (H4) is a consequence of the estimates (3.4.5).

(iv) We prove (H5). Indeed, by the property a), we obtain

||AαSq(t)x|| ≤
∫ ∞

0

Φq(σ)||AαT (σtq)x||dσ

≤ K
∫ ∞

0

Φq(σ)(σtq)−γ−α−1dσ

≤ K ′
∫ ∞

0

Φq(σ)σ−γ−α−1dσ,

with r = −γ − α− 1 > −1, by hypothesis. Then, by (2.4.5):

sup
t≥0
||AαSq(t)x|| <∞.
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(v) We will prove (H6). In fact, we have∫ t1

0

||Aα((t2 − s)q−1Pq(t2 − s)− (t1 − s)q−1Pq(t1 − s))||ν(s)ds

=

∫ t1

0

||(t2 − s)q−1Pq(t2 − s)− (t1 − s)q−1Pq(t1 − s)||αν(s)ds

≤
∫ t1

0

||Pq(t2 − s)[(t2 − s)q−1 − (t1 − s)q−1]||αν(s)ds

+

∫ t1

0

||(t1 − s)q−1[Pq(t2 − s)− Pq(t1 − s)||αν(s)ds.

By (3.4.5), we obtain:∫ t1

0

||Pq(t2 − s)[(t2 − s)q−1 − (t1 − s)q−1]||αν(s)ds

≤ qC ′ Γ(1−γ−α)
Γ(1−q(γ+α)

∫ t1

0

|(t2 − s)q−1 − (t1 − s)q−1|
(t2 − s)q−1

ν(s)

(t2 − s)1+q(γ+α)
ds.

Therefore, by (3.4.6), we get:∫ t1

0

||Pq(t2 − s)[(t2 − s)q−1 − (t1 − s)q−1]||αν(s)ds→ 0, as t2 → t1.

Furthermore, for ε > 0, small enough, we obtain:∫ t1

0

||(t1 − s)q−1[Pq(t2 − s)− Pq(t1 − s)||αν(s)ds

≤ q

∫ t1

0

∫ ∞
0

σΦq(σ)(t1 − s)q−1||T ((t2 − s)qσ)− T ((t1 − s)qσ||αν(s)dσds

≤ q

∫ t1−2ε

0

∫ ∞
0

σΦq(σ)(t1 − s)q−1||T ((t2 − s)qσ − εqσ)− T ((t1 − s)qσ − εqσ)||×

×||AαT (εqσ)||ν(s)dσds

+M2

∫ t1

t1−2ε

(
(t1 − s)q−1

(t1 − s)q(α+γ+1)
+

(t1 − s)q−1

(t2 − s)q(α+γ+1)

)
ν(s)ds

≤ qC ′

εq(γ+q+1)

∫ t1−2ε

0

∫ ∞
0

σ−(γ+q)Φq(σ)||T ((t2 − s)qσ − εqσ)− T ((t1 − s)qσ − εqσ)||×

× ν(s)
(t1−s)1−q dσds

+M2

∫ t1

t1−2ε

(
(t1 − s)q−1

(t1 − s)q(α+γ+1)
+

(t1 − s)q−1

(t2 − s)q(α+γ+1)

)
ν(s)ds

= J1 + J2.

The continuity of the function t→ ||T (t)|| for t ∈ (0, T ) implies that:

J1 → 0 as t2 → t1.
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Furthermore, it is easy to see that:

J2 → 0 as ε→ 0.

Therefore:

lim
t2→t1

∫ t1

0

||Aα((t2 − s)α−1Pα(t2 − s)− (t1 − s)α−1Pq(t1 − s))||ν(s)ds = 0.



Chapter 4

The fractional Cauchy problem

and the discrete fractional

Laplacian.

In this chapter we present the main results of the joint paper [21], that concerns with the study of

the explicit representation of the unique solution for the following time/space fractional evolution

equation: Dβt u(n, t) + (−∆d)
αu(n, t) = g(n, t), n ∈ Z, t > 0.

u(n, 0) = ϕ(n), ut(n, 0) = φ(n) n ∈ Z,
(4.0.1)

in terms of generalized Wright functions. The parameters α and β belong to (0, 1] and (0, 2]

respectively, that will be analyzed separately. We recall that (−∆d)
α is the discrete fractional

Laplace operator defined below, and Dβt is the Caputo fractional derivative of order β.

We will prove that the unique solution of the system (4.0.1) has the following representation

involving the functions Gα,β(n, t), Hα,β(n, t) and Lα,β(n, t), which are given, for n ∈ Z and t ≥ 0:

42
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Gα,β(n, t) := (−1)n 2Ψ3


(1, 2α) (1, 1)

(1, β) (n+ 1, α) (−n+ 1, α)

∣∣∣∣∣∣∣∣∣ −t
β


=

∞∑
j=0

(−1)jKαj(n)gβj+1(t), (4.0.2)

and

Hα,β(n, t)) := (−1)nt 2Ψ3


(1, 2α) (1, 1)

(2, β) (n+ 1, α) (−n+ 1, α)

∣∣∣∣∣∣∣∣∣ −t
β


=

∞∑
j=0

(−1)jKαj(n)gβj+2(t), (4.0.3)

and

Lα,β(n, t)) := (−1)ntβ−1
2Ψ3


(1, 2α) (1, 1)

(β, β) (n+ 1, α) (−n+ 1, α)

∣∣∣∣∣∣∣∣∣ −t
β


=

∞∑
j=0

(−1)jKαj(n)gβj+β(t). (4.0.4)

We call Gα,β(·, t) the fundamental solution of the system (4.0.1). Using the classical Stir-

ling’s formula (2.5.2) and the Fubini-Tonelli Theorem, we shall show that Gα,β(·, t), Hα,β(·, t) and

Lα,β(·, t) belong to `1(Z). This result will allow us to solve the system (4.0.1) for arbitrary initial

values ϕ,ψ ∈ `∞(Z).
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4.1 The discrete fractional Laplacian

In this section, we recall the definition of the discrete fractional Laplacian, denoted by(−∆d)
α for

0 < α ≤ 1. This operator has been deeply treated in [15, 16, 21, 46] and it representation is given

by

(−∆d)
αf(n) =

∑
k∈Z

Kα(n− k)f(k), n ∈ Z, f ∈ `p(Z), 1 ≤ p ≤ ∞, (4.1.1)

where the coefficients Kα are given by

Kα(n) :=
1

2π

∫ π

−π
(4 sin2(θ/2))αe−inθdθ =

(−1)nΓ(2α+ 1)

Γ(1 + α+ n)Γ(1 + α− n)
, n ∈ Z. (4.1.2)

We recall that for a given sequence f = (f(n))n∈Z ∈ `1(Z), the discrete Fourier transform is defined

by

FZ(f)(θ) =
∑
n∈Z

f(n)einθ =
∑
n∈Z

f(n)zn ≡ f̂(z), θ ∈ T, z = eiθ, (4.1.3)

where T ≡ R/(2πZ) is the one-dimensional torus, that we identify with the interval [−π, π].

Given ϕ ∈ L1[−π, π], its inverse discrete Fourier transform is given by the formula

F−1
Z (ϕ)(n) =

1

2π

∫ π

−π
ϕ(θ)e−inθ dθ, n ∈ Z.

Therefore

f(n) =
1

2π

∫ π

−π
FZ(f)(θ)e−inθ dθ =

1

2πi

∫
|z|=1

zn−1f̂(z)dz, n ∈ Z.

The convolution theorem

FZ(f ∗ g) = FZ(f)FZ(g),

holds, where ∗ denotes the usual discrete convolution in `1(Z) given by

(f ∗ g)(n) :=
∑
k∈Z

f(n− k)g(k).

In what follows in this chapter, for simplicity, we denote F := FZ and F(f)(z) := f̂(z). Also

we let

J(z) := z +
1

z
− 2, z ∈ C \ {0}. (4.1.4)
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We observe that the function J(z) is a translation of the well known Joukowsky transform. It is

straightforward to see that for |z| = 1 the values of J(z) lie in the interval [−4, 0].

We conclude this subsection with the following observation.

Remark 4.1.1. The following properties hold.

(i) −J(z) ≥ 0 for all z ∈ C, |z| = 1.

(ii) J(z) = −4 sin2 (θ/2), if z = eiθ.

(iii) F(Kα(n))(z) = (−J(z))α for all z ∈ C, z = eiθ, θ ∈ R, where Kα is given in (4.1.2).

4.2 Explicit solution in the superdiffusive case

In this section, we study the equation (4.0.1), considering the parameters α ∈ (0, 1] and β ∈ (1, 2].

The main result is presented in the following Theorem.

Theorem 4.2.1. Let ϕ, φ ∈ `∞(Z) and g : Z×R+ → C be such that, for each t > 0, g(·, t) ∈ `∞(Z)

and sup
s∈[0,t]

||g(·, s)||`∞(Z) <∞. Then the function

u(n, t) =
∑
m∈Z

Gα,β(n−m, t)ϕ(m) +
∑
m∈Z

Hα,β(n−m, t)φ(m)

+
∑
m∈Z

∫ t

0

Lα,β(n−m, t− s)g(m, s)ds, (4.2.1)

is the unique solution of the initial value problem (4.0.1), where Gα,β(n, t), Hα,β(n, t)) and Lα,β(n, t))

are given by (4.0.2), (4.0.3) and (4.0.4), respectively. Furthermore, Gα,β(·, t), Hα,β(·, t), Lα,β(·, t) ∈

`1(Z), for every t > 0 and u(·, t) ∈ `∞(Z), for every t > 0.

Proof. We prove the result in several steps.
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Step 1. First we show the explicit solution. Taking the discrete Fourier transformation of

(4.0.1), we obtain that Dβt û(z, t) = −(−J(z))αû(z, t) + ĝ(z, t)

û(z, 0) = ϕ̂(z), ût(z, 0) = φ̂(z).

(4.2.2)

Now, taking Laplace’s transformation to (4.2.2), we get

L(û)(z, λ) =
λβ−1

λβ + (−J(z))α
ϕ̂(z) +

λβ−2

λβ + (−J(z))α
φ̂(z)(z) +

1

λβ + (−J(z))α
ĝ(z, λ).

From (2.4.2), we get the inverse Laplace transform for (4.2), given by

û(z, t) =Eβ,1
(
−(−J(z))αtβ

)
ϕ̂(z) + tEβ,2

(
−(−J(z))αtβ

)
φ̂(z)

+ tβ−1Eβ,β
(
−(−J(z))αtβ

)
? ĝ(z, t). (4.2.3)

Calculating the inverse discrete Fourier transform of (4.2.3) and using (4.1.1) we get that

Eβ,1(−(−J(z))αtβ) = Eβ,1
(
−4α sin2α (θ/2) tβ

)
=

∞∑
k=0

(−4α sin2α
(
θ
2

)
tβ)k

Γ(βk + 1)
. (4.2.4)

Thus

Gα,β(n, t) := F−1
(
(Eβ,1(−(−J(z))αtβ)

)
(n)

=
1

2π

∫ 2π

0

e−iθn
∞∑
k=0

(−4α sin2α
(
θ
2

)
tβ)k

Γ(βk + 1)
dθ

=
1

2π

∞∑
k=0

(−1)k4αktβk

Γ(βk + 1)

∫ 2π

0

e−iθn sin2αk (θ/2) dθ. (4.2.5)

Using the change of variable θ
2 = ρ, we get that∫ 2π

0

e−iθn sin2αk (θ/2) dθ = 2

∫ π

0

eibρ(sin(ρ))a−1dρ, b = −2n, a = 2αk + 1.

It follows from the integral representation (2.5.3) that∫ 2π

0

e−iθn sin2αk(θ/2)dθ =
2π

22αk

(−1)n

(2αk + 1)B(αk − n+ 1, αk + n+ 1)
, (4.2.6)

Now, using the relation Γ(z + 1) = zΓ(z) together with (4.2.5) and (4.2.6) we get that

Gα,β(n, t) =
1

2π

∞∑
k=0

(−1)k4αktβk

Γ(βk + 1)

2π

22αk

(−1)n

(2αk + 1)B(αk − n+ 1, αk + n+ 1)
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=(−1)n
∞∑
k=0

(−1)ktβk

Γ(βk + 1)

Γ(2αk + 2)

(2αk + 1)Γ(αk − n+ 1)Γ(αk + n+ 1)
.

We have shown that

Gα,β(n, t) = (−1)n
∞∑
k=0

Γ(2αk + 1)Γ(k + 1)

Γ(1 + βk)Γ(αk + n+ 1)Γ(αk − n+ 1)

(−tβ)k

k!
. (4.2.7)

From the definition of the generalized Wright function (2.4.11), we can deduce

Gα,β(n, t) = (−1)n 2Ψ3


(1, 2α) (1, 1)

(1, β) (n+ 1, α) (−n+ 1, α)

∣∣∣∣∣∣∣∣∣ −t
β

 .
Furthermore, notice that by (2.4.1), we have

tEβ,2(−(−J(z))αtβ) =

∫ t

0

Eβ,1(−(−J(z))αxβ)dx. (4.2.8)

We shall use this fact to derive the expression Hα,β . In fact, by (4.2.8), we have

Hα,β(n, t)) :=F−1(tEβ,2(−(−J(z))αtβ))

=(−1)n
∞∑
k=0

Γ(2αk + 1)Γ(k + 1)

Γ(1 + βk)Γ(αk + n+ 1)Γ(αk − n+ 1)(βk + 1)

(−1)ktβk+1

k!

=(−1)nt

∞∑
k=0

Γ(2αk + 1)Γ(k + 1)

Γ(2 + βk)Γ(αk + n+ 1)Γ(αk − n+ 1)

(−tβ)k

k!

=(−1)nt 2Ψ3

(1, 2α) (1, 1)

(2, β) (n+ 1, α) (−n+ 1, α)

∣∣∣∣∣∣ −tβ
 . (4.2.9)

Analogously to the computations of Gα,β(n, t), we obtain

Lα,β(n, t)) := F−1(tβ−1Eβ,β(−(−J(z))αtβ))(n)

= (−1)ntβ−1
∞∑
k=0

Γ(2αk + 1)Γ(k + 1)

Γ(β + βk)Γ(αk + n+ 1)Γ(αk − n+ 1)

(−tβ)k

k!

= (−1)ntβ−1
2Ψ3


(1, 2α) (1, 1)

(β, β) (n+ 1, α) (−n+ 1, α)

∣∣∣∣∣∣∣∣∣ −t
k

 . (4.2.10)
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We have shown that the solution u(n, t) of (4.0.1) has the representation (4.2.1). In addition

since κ = β − 1 > −1 in each of the series (4.2.7), (4.2.9) and (4.2.10), it follows from Theorem

2.4.3(i) that the series converge uniformly and that Gα,β(n, z), Hα,β(n, z), and Lα,β(n, z) are entire

functions of z.

Step 2. We show uniqueness. Assume that the system (4.0.1) has two solutions u1 and u2 with

the same initial data ϕ, φ, and set v := u1 − u2. Then v is a solution of the following

Dβt v̂(z, t) = −(−J(z))αv̂(z, t), v̂(z, 0) = 0, v̂t(z, 0) = 0.

Since the above ordinary differential equation has zero has its unique solution, we have that v̂(z, t) =

0 . The uniqueness of the inverse discrete Fourier transform implies that v(n, t) = 0 for every n ∈ Z

and t ≥ 0. Hence, u1 = u2.

Step 3. Next, we show that Gα,β(·, t) ∈ `1(Z), for every t > 0. Indeed, it follows from the

representation (4.2.7) that

Gα,β(n, t) = Gα,β(−n, t) for every n ∈ Z and t ≥ 0.

Therefore, using the Fubini-Tonelli Theorem we get that

∑
n∈Z
|Gα,β(n, t)| ≤

∑
n∈Z

∞∑
k=0

Γ(2αk + 1)Γ(k + 1)

Γ(1 + βk)|Γ(αk + n+ 1)||Γ(αk − n+ 1)|
(tβ)k

k!

≤ 2

∞∑
n=0

∞∑
k=0

Γ(2αk + 1)Γ(k + 1)

Γ(1 + βk)|Γ(αk + n+ 1)||Γ(αk − n+ 1)|
(tβ)k

k!

≤ 2

∞∑
n=0

∞∑
k=0

Γ(2αk + 1)Γ(k + 1)

Γ(1 + βk)Γ(n+ 1)|Γ(αk − n+ 1)|
(tβ)k

k!
.

Let ck =
Γ(2αk + 1)Γ(k + 1)

Γ(1 + βk)|Γ(αk − n+ 1)|
1

k!
. Using (2.4.12), we obtain that, for k sufficiently large,

|ck| ∼
(αk)n

(πβk)
1
2

(
k

e

)−(β−α)k (
2ββ

αα

)−k
. (4.2.11)

Therefore, for k0 sufficiently large, it follows from (4.2.11) that

2

∞∑
k=k0

∞∑
n=0

Γ(2αk + 1)Γ(k + 1)

Γ(1 + βk)Γ(n+ 1)|Γ(αk − n+ 1)|
(tβ)k

k!
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∼ 2

∞∑
k=k0

tβk

(πβk)
1
2

(
k

e

)−(β−α)k (
2ββ

αα

)−k ∞∑
n=0

(αk)n

n!

= 2

∞∑
k=k0

tβk

(πβk)
1
2

(
k

e

)−(β−α)k (
2ββ

αα

)−k
eαk

=
2

(πβ)
1
2

∞∑
k=k0

k−(β−α)k

k
1
2

(et)βk
(

2ββ

αα

)−k
.

Since β > α then, applying the root test, we can deduce that Gα,β(·, t) ∈ `1(Z), for every t > 0.

Step 4. Next we show Hα,β(·, t) ∈ `1(Z) for every t > 0. For t > 0, we have that∑
n∈Z
|H(n, t)| ≤ t

∑
n∈Z

∞∑
k=0

Γ(2αk + 1)Γ(k + 1)

Γ(2 + βk)|Γ(αk + n+ 1)||Γ(αk − n+ 1)|
(tβ)k

k!

≤ 2t

∞∑
n=0

∞∑
k=0

Γ(2αk + 1)Γ(k + 1)

Γ(2 + βk)|Γ(αk + n+ 1)||Γ(αk − n+ 1)|
(tβ)k

k!

≤ 2t

∞∑
k=0

∞∑
n=0

Γ(2αk + 1)Γ(k + 1)

Γ(2 + βk)Γ(n+ 1)|Γ(αk − n+ 1)|
(tβ)k

k!
.

Letting dk =
Γ(2αk + 1)Γ(k + 1)

Γ(2 + βk)|Γ(αk − n+ 1)|
1

k!
and using (2.4.12), we obtain that, for k sufficiently large,

|dk| ∼
(αk)n

k(πβk)
1
2

(
k

e

)−(β−α)k (
2ββ

αα

)−k
. (4.2.12)

Therefore, for k0 sufficiently large, it follows from (4.2.12) that

2t

∞∑
k=k0

∞∑
n=0

Γ(2αk + 1)Γ(k + 1)

Γ(2 + βk)Γ(n+ 1)|Γ(αk − n+ 1)|
(tβ)k

k!

∼ 2t

∞∑
k=k0

tβk

k(πβk)
1
2

(
k

e

)−(β−α)k (
2ββ

αα

)−k ∑
n∈N0

(αk)n

n!

=
2t

(πβ)
1
2

∞∑
k=k0

k−(β−α)k

k
3
2

(et)βk
(

2ββ

αα

)−k
.

Since β > α, then using the root test again, we get that Hα,β(·, t) ∈ `1(Z), for every t > 0.

Step 5. Finally we show that Lα,β(·, t) ∈ `1(Z) for every t > 0. Proceeding as above, for each

t > 0, we have that∑
n∈Z
|L(n, t)| ≤tβ−1

∑
n∈Z

∞∑
k=0

Γ(2αk + 1)Γ(k + 1)

Γ(β + βk)|Γ(αk + n+ 1)||Γ(αk − n+ 1)|
(tβ)k

k!
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≤ 2tβ−1
∞∑
k=0

∑
n∈N0

Γ(2αk + 1)Γ(k + 1)

Γ(β + βk)Γ(n+ 1)|Γ(αk − n+ 1)|
(tβ)k

k!
.

Letting rk =
Γ(2αk + 1)Γ(k + 1)

Γ(β + βk)|Γ(αk − n+ 1)|
1

k!
and using (2.4.12) again, we obtain that, for k sufficiently

large,

|rk| ∼
(αk)n

kβ−
1
2 (πβ)

1
2

(
k

e

)−(β−α)k (
2ββ

αα

)−k
. (4.2.13)

Therefore, for k0 sufficiently large (by using (4.2.13)) we have that

2tβ−1
∞∑

k=k0

∑
n∈N0

Γ(2αk + 1)Γ(k + 1)

Γ(β + βk)Γ(n+ 1)|Γ(αk − n+ 1)|
(tβ)k

k!

∼ 2tβ−1
∞∑

k=k0

tβk

kβ−
1
2 (πβ)

1
2

(
k

e

)−(β−α)k (
2ββ

αα

)−k ∑
n∈N0

(αk)n

n!

=
2tβ−1

(πβ)
1
2

∞∑
k=k0

k−(β−α)k

kβ−
1
2

(et)βk
(

2ββ

αα

)−k
.

Since β > α, we can deduce that Lα,β(·, t) ∈ `1(Z), for every t > 0.

Next, we prove that the solution u(n, t) belongs to `1(Z), for each t > 0. Indeed, from Fubini-

Tonelli Theorem and the Young inequality, we have

||u(·, t)||`∞(Z) ≤ ||Gα,β(·, t)||`1(Z)||ϕ(·, t)||`∞(Z) + ||Hα,β(·, t)||`1(Z)||φ(·, t)||`∞(Z)

+

∫ t

0

||Lα,β(·, s)||`1(Z)||g(·, t− s)||`∞(Z) ds.

It is clear that the first and the second terms are finite. For the third term, using the hypothesis

for the function g(n, t), we get∫ t

0

||Lα,β(·, t− s)||`1(Z)||g(·, s)||`∞(Z) ds ≤ sup
s∈[0,t]

||g(·, s)||`∞(Z)

∫ t

0

||Lα,β(·, t− s)||`1(Z) ds <∞.

Therefore, the solution u(·, t) ∈ `∞(Z). The proof of the theorem is finished.

Remark 4.2.2. We mention that the fundamental solution for the continuous models similar to

the semi-discrete problem that is under study in this chapter was investigated in [49] by Mainardi,

Luchko and Pagnini. Here we have defined the fundamental solution for the equation of order

β ∈ (1, 2] by requiring that the initial value ϕ be the sequence ϕ(n) such that ϕ(0) = 1 and ϕ(n) = 0

for all n 6= 0 and the initial velocity is φ ≡ 0. In the study of the wave equation, it is sometimes the
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choice ϕ ≡ 0 and φ(n) = δn0 (the Kronecker symbol) that is used. It is easy to see that when β = 2

then Hα,β(n, t) and Lα,β(n, t) coincide. In fact, in the study of the second order non-homogeneous

evolution equation 
w′′(t) = Aw(t) + g(t), t > 0,

w(0) = x,

w′(0) = y,

(4.2.14)

in a Banach space X, if we assume that the problem is well posed, thus A is the infinitesimal

generator of a strongly continuous cosine function (C(t))t∈R, denoting the associated sine function

by (S(t))t≥0, the mild solution is given by:

w(t) = C(t)x+ S(t)y +

∫ t

0

S(t− s)g(s)ds, t ≥ 0.

Therefore, two operator families suffice to describe the solutions of the problem. This subject is

treated in [7, Section 3.14]. In the fractional case with 1 < β < 2 three operator families are needed

in the representation of the solutions (see e.e. [34, 35]). However, we have the following relations

between Gα,β(n, t), Hα,β(n, t) and Lα,β(n, t).

Remark 4.2.3. Let t ≥ 0 and n ∈ Z. Then

Hα,β(n, t) =

∫ t

0

Gα,β(n, s) ds

and

Lα,β(n, t) =
1

Γ(β − 1)

∫ t

0

(t− s)β−2Gα,β(n, s)ds = gβ−1 ? Gα,β(n, t),

where for any γ > 0 and t > 0. We recall that gγ(t) = tγ−1

Γ(γ) .

Remark 4.2.4. From the representation series (4.2.7) and using the definition for gα we obtain the

following identity

Gα,β(n, t) =

∞∑
j=0

Kαj(n)
(−tβ)j

Γ(1 + βj)
=

∞∑
j=0

(−1)jKαj(n)gβj+1(t).

Interpreting the above series as an internal product, we observe that we can separate the variables n

and t in two sequences indexed by j. One depending on α and n and the other depending on β and

t. These sequences tell us the different role that play α and β in the equation. Since α is linked to
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Kαj(n), it means that this sequence is the responsible to control the lattice-behavior of the equation

i.e. the discrete fractional Laplacian operator and, on the other hand, β is linked to (−tβ)j

Γ(1+βj) which

means that this term expresses the behavior of the time-fractional derivative. For example, β = 2

produces (−1)jt2j

(2j)! which corresponds to the coefficient in the series of the cosine function, i.e. the

wave equation, and for β = 1 we have (−1)jtj

j! that corresponds to the coefficient in the series of

the exponential function, i.e. the heat equation. For instance, Gα,2(n, t) =

∞∑
j=0

Kαj(n)
(−1)jt2j

(2j)!

represents, when reading the coefficients in such way, the wave equation combined with the discrete

fractional Laplacian of order α. We also note that

Hα,β(n, t) =

∞∑
j=0

Kαj(n)
(−1)jtβj+1

Γ(2 + βj)
,

and

Lα,β(n, t) =

∞∑
j=0

Kαj(n)
(−1)jtβj+β−1

Γ(β + βj)
,

thanks to the semigroup property gγ ? gδ = gγ+δ valid for all γ, δ > 0.

The following subordination principle is a direct consequence of Theorem 4.2.1.

Corollary 4.2.5. Let 0 < α ≤ 1 and 1 < β < 2. Then the fundamental solution Gα,β(n, t) of

(4.0.1) has an integral representation given by

Gα,β(n, t) =

∫ ∞
0

Φ β
2
(τ)Gα,2(n, τt

β
2 )dτ, t > 0, n ∈ Z, (4.2.15)

where Φ β
2

is the Wright function defined by (2.4.4).

Proof. Indeed, using (4.2.7) we obtain that for every t > 0 and n ∈ Z,

Gα,β(n, t) = (−1)n
∞∑
k=0

Γ(2αk + 1)Γ(k + 1)

Γ(1 + βk)Γ(αk + n+ 1)Γ(αk − n+ 1)

(−tβ)k

k!

= (−1)n
∞∑
k=0

Γ(2αk + 1)(−1)ktβk

Γ(1 + 2k)Γ(αk + n+ 1)Γ(αk − n+ 1)

Γ(2k + 1)

Γ(βk + 1)

= (−1)n
∞∑
k=0

Γ(2αk + 1)(−1)ktβk

Γ(1 + 2k)Γ(αk + n+ 1)Γ(αk − n+ 1)

∫ ∞
0

Φ β
2
(τ)τ2k dτ
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=

∫ ∞
0

Φ β
2
(τ)(−1)n

∞∑
k=0

Γ(2αk + 1)(−1)k

Γ(1 + 2k)Γ(αk + n+ 1)Γ(αk − n+ 1)
(τ2tβ)k dτ

=

∫ ∞
0

Φ β
2
(τ)Gα,2(n, τt

β
2 ) dτ.

We have shown (4.2.15) and the proof is finished.

In this section we now discuss several special cases of interest which are a direct consequence of

Theorem 4.2.1.

4.2.1 The semi-discrete wave equation

This corresponds to the case (α, β) = (1, 2). The corresponding equation is:
utt(n, t) = ∆du(n, t) + g(n, t), t > 0, n ∈ Z

u(n, 0) = ϕ(n) n ∈ Z,

ut(n, 0) = φ(n) n ∈ Z.

(4.2.16)

We derive the following complementary result.

Corollary 4.2.6. Let ϕ, φ ∈ `∞(Z) and g : Z×R+ → C be such that, for each t > 0, g(·, t) ∈ `∞(Z)

and sup
s∈[0,t]

||g(·, t)||∞ <∞. Then the wave equation (4.2.16) admits a unique solution in `1(Z) given

by

u(n, t) =
∑
m∈Z

J2(n−m)(2t)ϕ(m) +
∑
m∈Z

∫ t

0

J2(n−m)(2x)φ(m) dx

+
∑
m∈Z

∫ t

0

(∫ t−s

0

J2(n−m)(2x) dx

)
g(m, s) ds. (4.2.17)
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Proof. Taking α = 1 and β = 2 in (4.2.7), we get that

G1,2(n, t) = (−1)n
∞∑
k=0

Γ(2k + 1)(−1)k

Γ(2k + 1)Γ(k + n+ 1)Γ(k − n+ 1)
t2k

= (−1)n
∞∑
k=n

(−1)k

Γ(k + n+ 1)Γ(k − n+ 1)
t2k

= (−1)n
∞∑
k=0

(−1)k+n

Γ(k + 2n+ 1)k!
t2(k+n)

= J2n(2t).

(4.2.18)

Since H1,2(n, t) = L1,2(n, t), it follows from (4.2.8) that H1,2(n, t) =

∫ t

0

G1,2(n, x)dx. The proof is

finished.

We define the following operator family, called semidiscrete wave cosine function [46, Formula

(11)]

Ctf(n) :=
∑
m∈Z

G1,2(n−m, t)f(m) =
∑
m∈Z

J2(n−m)(2t)f(m). (4.2.19)

As observed in [46, Theorem 1.2 (i)], we note that Ct ∈ B(`2(Z)). In fact∑
n∈Z
|G1,2(n, t)| =

∑
n∈Z
|J2n(2t)| =

∑
n∈Z

I2n(2t) ≤
∑
n∈Z

In(2t) = et,

and the claim follows from Young’s inequality.

The corresponding representation of the solution can be found in [10, Formula (4.2)] in the case

where g ≡ 0. The author in [10] provides a wealth of concrete situations, e.g. weather prediction by

numerical processes, the theory of elasticity among others where the equations under consideration

here (heat and wave type equations) play an important role.

From the relation Jk(−t) = (−1)kJk(t), we see that we can extend (Ct)t≥0 to (Ct)t∈R by setting

Ct = C−t. We shall prove the following result.

Theorem 4.2.7. Let f ∈ `p(Z), 1 ≤ p ≤ ∞. Then the family {Ct}t≥0 satisfies the following

properties.

(i) C0f = f .
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(ii) Ct+sf + Ct−sf = 2CtCsf .

(iii) lim
t→0

Ctf = f in `1(Z).

Proof. (i) Using (2.4.16) and the definition of Ct we get that

C0f(n) =
∑
m∈Z

J2m(0)f(n−m)

=
∑
m∈Z

∞∑
k=0

(−1)k

k!Γ(k + 2m+ 1)
(0)2(k+m)f(n−m)

=

∞∑
k=0

(−1)k

k!Γ(−k + 1)
f(n+ k).

Since if m+k 6= 0, all those terms in the sum are 0, whence only appear the term k = −m, obtaining

the last expression. Now we note that for k ≥ 1, the terms in the last sum are 0. Therefore, only

appears the term when k = 0, obtaining Ctf(n) = f(n).

(ii) We prove the cosine property of Ct. Using (2.4.17), (2.4.19) and the Fubini-Tonelli Theorem,

we obtain

Ct+sf(n) + Ct−sf(n) =
∑
m∈Z

J2(n−m)(t+ s)f(m) +
∑
m∈Z

J2(n−m)(t− s)f(m)

=
∑
m∈Z

(
J2(n−m)(t+ s) + J2(n−m)(t− s)

)
f(m)

=
∑
m∈Z

(∑
l∈Z

J2(n−m)−l(2t)Jk(2s) +
∑
l∈Z

(−1)lJ2(n−m)−l(2t)Jl(2s)

)
f(m)

= 2
∑
m∈Z

(∑
l∈Z

J2(n−m−l)(2t)J2l(2s)

)
f(m)

= 2
∑
m∈Z

(∑
l∈Z

J2(n−l)(2t)J2(l−m)(2s)

)
f(m)

= 2
∑
l∈Z

∑
m∈Z

J2(n−l)(2t)J2(l−m)(2s)f(m)

= 2
∑
l∈Z

J2(n−l)(2t)
∑
m∈Z

J2(l−m)(2s)f(m)

= 2
∑
l∈Z

J2(n−l)(2t)Csf(l) = 2Ct(Csf(n))
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(iii) Let Mt(n) = J2n(2t) and δ0(n) = 1 if n = 0 and 0 in other case. We notice that

(Ctf − f)(n) =
∑
k∈Z

(Mt(n− k)− δ0(n− k))f(k) = ((Mt − δ0) ∗ f)(n). (4.2.20)

From the Young inequality, it is enough to estimate ||Mt − δ0||`1(Z). It follows from (2.4.20) that

|J2n(2t)| = 2t2n
√
πΓ(2n+ 1

2 )
≤ 2t2n√

πΓ(2n+ 1)

Γ(2n+ 1)

Γ(2n+ 1
2 )
.

Using Stirling’s formula (2.5.2) for |z| large enough, we have that

Γ(2n+ 1)

Γ(2n+ 1
2 )

=
Γ( 4n+1

2 )

Γ(2n+ 1)
∼
(

4n+1
2

) 4n+1
2e(

2n+1
e

)2n+1

√
(4n+ 1)π√
(2n+ 1)2π

≤
(

4n+ 1

2n+ 1

) 4n+1
2

√
e

(2n+ 1)
1
2

2−
4n+1

2 .

Since 4n+1
2n+1 < 2, it follows that

(
4n+ 1

2n+ 1

) 4n+1
2

√
e

(2n+ 1)
1
2

2−
4n+1

2 < 2
4n+1

2
√
e2−

4n+1
2 =

√
e.

Therefore,

|J2n(2t)| ≤M t2n

Γ(2n+ 1)
, M > 0. (4.2.21)

Using (2.4.17) and (4.2.21), we get that

||Mt − δ0||`1(Z) =
∑
n∈Z
|(Mt − δ0)(n)| =

∑
n 6=0

|J2n(2t)|+ |J0(2t)− 1|

= 2

∞∑
n=1

|J2n(2t)|+ |J0(2t)− 1|

≤ 2

∞∑
n=1

M
t2n

Γ(2n+ 1)
+ |J0(2t)− 1|

= 2M(cosh(t)− 1) + |J0(2t)− 1|.

Thus ||Mt − δ0||`1(Z) → 0 when t → 0 and we have shown that lim
t→0

Ctf = f , in `1(Z). The proof

is finished.

Remark 4.2.8. We mention the following facts.

(a) From Theorem 4.2.7 (iii), we note that ||Ct|| ≤Met, t > 0, since |J0(2t)| ≤ 1, t ∈ R.

(b) Theorem 4.2.7 follows from [46, Theorem 1.2 (i)] and is the counterpart of [14, Proposition

1] where the case of the heat semigroup Wt is proved. We stress that the point is to have a
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concrete verification using the properties of the special functions of mathematical physics, for

the corresponding properties follow from the general theory of differential equations. The case

of the heat equation is covered by semigroup theory whereas the case of the wave equation is

governed by cosine function theory (see e.g. [7, Section 3.14] and [19]). The latter reference

also covered some semigroup theory and the relation to Hadamard’s principle is discussed.

4.2.2 The super diffusive case

In this subsection, we analyze the case α = 1 and 1 < β ≤ 2. This is given by the system


Dβt u(n, t) = ∆du(n, t) + g(n, t), t > 0, n ∈ Z,

u(n, 0) = ϕ(n), n ∈ Z,

ut(n, 0) = φ(n), n ∈ Z.

(4.2.22)

The following result shows that the fundamental solution can be represented in terms of the Wright

function.

Corollary 4.2.9. Let 1 < β ≤ 2. Then the fundamental solution G1,β(n, t) has an integral repre-

sentation given by

G1,β(n, t) =

∫ ∞
0

Φ β
2
(ρ)J2n(2ρtβ)dρ, t > 0, n ∈ Z, (4.2.23)

where Φν is the Wright function defined by (2.4.4).

Proof. The result follows by applying Corollaries 4.2.5 and 4.2.6.

Example 4.2.10. (Transverse vibrations of an infinite light string) The partial differen-

tial/difference equation

utt(n, t) = u(n+ 1, t)− 2u(n, t) + u(n− 1, t) + g(n, t), n ∈ Z, t > 0, (4.2.24)
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was studied by Bateman [11, Section 4.9] with forcing term g(n, t) = −δ0(n)f ′(t), where f ∈

W 1,q(R+), 1 < q <∞, and

δ0(n) =

1, n = 0,

0 otherwise.

(4.2.25)

Physically, this means that the motion of the particle labeled 0 is forced while the motion of the

other particles is free. We consider their super diffusive version, i.e. equation (4.2.22) with g as

just described. Assuming sup
s∈[0,t]

|f ′(s)| < ∞ for all t > 0 and zero initial conditions, we obtain the

following explicit representation of the solution

u(n, t) = −
∫ t

0

(gβ−1 ? G1,β)(n, t− s)f ′(s)ds,

where 1 < β ≤ 2. In the border case β = 2 we get after integration by parts

u(n, t) =

∫ t

0

J2n(2(t− s))f(s)ds,

so that we recover the explicit solution of (4.2.24) proposed by Bateman in [11, p.644] and give

new insight on the representation in the super diffusive case.

4.3 Explicit solution in the subdiffusive case

In this section, we give an explicit representation of solution for the following time/space fractional

diffusion equationDβt u(n, t) = −(−∆d)
αu(n, t) + g(n, t), n ∈ Z, t > 0

u(n, 0) = ϕ(n) n ∈ Z,
(4.3.1)

where 0 < α, β ≤ 1. Note that this problem was studied in [34].

Theorem 4.3.1. Let ϕ ∈ `∞(Z) and g : Z× R+ → C be such that for each t > 0, g(·, t) ∈ `∞(Z)

and sup
s∈[0,t]

||g(·, t)||∞ <∞. Then the function

u(n, t) =
∑
m∈Z

Gα,β(n−m, t)ϕ(m) +
∑
m∈Z

∫ t

0

Lα,β(n−m, t− s)g(m, s)ds. (4.3.2)
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is the unique solution of (4.3.1), where here

Gα,β(n, t) := (−1)n 2Ψ3


(1, 2α) (1, 1)

(1, β) (n+ 1, α) (−n+ 1, α)

∣∣∣∣∣∣∣∣∣ −t
β

 (4.3.3)

and

Lα,β(n, t)) := (−1)ntβ−1
2Ψ3


(1, 2α) (1, 1)

(β, β) (n+ 1, α) (−n+ 1, α)

∣∣∣∣∣∣∣∣∣ −t
β

 . (4.3.4)

Furthermore, for each t ∈ R+, Gα,β(·, t) and Lα,β(·, t) belong to `1(Z)

Proof. As in the proof of Theorem 4.2.1, taking the discrete Fourier transform of (4.3.1) we get

that Dβt û(z, t) = −(−J(z))αû(z, t) + ĝ(z, t), z ∈ T, t > 0,

û(z, 0) = ϕ̂(z).

In the same way that we obtained (4.2.3), we get

û(z, t) = Eβ,1
(
−(−J(z))αtβ

)
û(z, 0) + tβ−1Eβ,β

(
−(−J(z))αtβ

)
? ĝ(z, t). (4.3.5)

Now taking the inverse discrete Fourier transform we get that for t > 0 and n ∈ Z,

u(n, t) =
∑
m∈Z

Gα,β(n−m, t)ϕ(m) +
∑
m∈Z

∫ t

0

Lα,β(n−m, t− s)g(m, s)ds.

Next, we show that Gα,1(·, t) ∈ `1(Z) for every t > 0. Since

Gα,1(n, t) = (−1)n
∞∑
k=0

Γ(2αk + 1)

Γ(αk + n+ 1)Γ(αk − n+ 1)

(−t)k

k!
,

then using that Gα,1(n, t) = Gα,1(−n, t) and Fubini-Tonelli Theorem, we can deduce that

∑
n∈Z
|Gα,1(n, t)| =

∞∑
k=0

Γ(2αk + 1)

|Γ(αk + n+ 1)||Γ(αk − n+ 1)|
tk

k!

≤ 2
∑
n∈N0

∞∑
k=0

Γ(2αk + 1)

|Γ(αk − n+ 1)|n!

tk

k!
= 2

∞∑
k=0

∑
n∈N0

Γ(2αk + 1)

|Γ(αk − n+ 1)|n!

tk

k!
.
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Let ck :=
Γ(2αk + 1)

|Γ(αk − n+ 1)|
1

k!
. Then, using (2.4.12) with κ = −α, δ = 2−2ααα, µ = −n, A =

1√
2π

√
2α

α−n+1
2

), we get that for k sufficiently large

|ck| ∼
(αk)n√

π

(
k

e

)−(1−α)k
(−2)2αkααk

k
1
2

.

Thus for k0 large enough, we have that

2

∞∑
k=k0

∞∑
n=0

Γ(2αk + 1)

|Γ(αk − n+ 1)|n!

tk

k!
∼ 2√

π

∞∑
k=k0

(
k

e

)−(1−α)k
(4α)αk

k
1
2

tk
∞∑

n∈N0

(αk)n

n!

=
2√
π

∞∑
k=k0

(
k

e

)−(1−α)k
(4α)αk

k
1
2

tkeαk

=
2√
π

∞∑
k=k0

k−(1−α)k− 1
2 ek(4α)αktk. (4.3.6)

Hence Gα,1(., t) ∈ `1(Z) for each t > 0.

Now, using the subordination principle on Wright function we get that

Gα,β(n, t) =

∫ ∞
0

Φβ(s)Gα,1(n, stβ)ds. (4.3.7)

This implies∑
n∈Z
|Gα,β(n, t)| =

∑
n∈Z

∣∣∣∣∫ ∞
0

Φβ(s)Gα,1(n, stβ) ds

∣∣∣∣ ≤ ∫ ∞
0

Φβ(s)
∑
n∈Z

∣∣Gα,1(n, stβ)
∣∣ ds.

Let k0 be sufficiently large. Let Kt =

k0−1∑
k=0

ckt
k < ∞ and bk =

2√
π
k−(1−α)k− 1

2 ek(4α)αktk in the

above estimate for Gα,1(n, t). Then∫ ∞
0

Φβ(s)
∑
n∈Z
|Gα,1(n, stβ)|ds ≤

∫ ∞
0

Φβ(s)Kt ds+

∫ ∞
0

∞∑
k=k0

bk(stβ)kΦβ(s) ds

= Kt +

∞∑
k=k0

bkt
βk

∫ ∞
0

skΦβ(s) ds.

Using (2.4.5) we obtain

Gα,β(n, t) ≤ Ct +

∞∑
k=k0

bkt
βk Γ(k + 1)

Γ(βk + 1)
.
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Let dk = bk
Γ(k+1)

Γ(βk+1) . Using Stirling’s formula (2.5.2), we get

dk = bk
Γ(k + 1)

Γ(βk + 1)
∼ 2√

π
k−(1−α)k− 1

2 ek(4α)αk
(
k
e

)k√
2πk(

βk
e

)k√
2πβk

=
k−(1−α)k− 1

2

βk+ 1
2

(4α)αkek.

Therefore, applying the root test, we can conclude that Gα,β(·, t) ∈ `1(Z), for each t > 0. The

proof is finished.

4.3.1 The semi-discrete heat equation

In the case α = β = 1, the corresponding equation is the semi-discrete heat equationut(n, t) = ∆du(n, t) + g(n, t), n ∈ Z, t > 0,

u(n, 0) = ϕ(n), n ∈ Z.
(4.3.8)

From the general results on ordinary differential equations in Banach spaces, the unique solution

of (4.3.8) is given by u(n, t) = et∆dϕ(n), where e∆dt =: Wt is the semigroup generated by ∆d. This

semigroup, which is called the discrete heat semigroup in analogy with the classical continuous

case, has the following representation:

Wtf(n) =
∑
m∈Z

e−2tIn−m(2t)f(m), f ∈ `p(Z). (4.3.9)

We refer to [14] for more information, and the derivation of the semigroup property, as well as other

standard properties. We note that the representation of the discrete heat semigroup was already

given by Bateman in [10, p. 496].

In the case α ∈ (0, 1), β = 1, the corresponding equation is the semi-discrete heat equationut(n, t) = −(−∆d)
αu(n, t) + g(n, t) n ∈ Z, t > 0

u(n, 0) = ϕ(n) n ∈ Z.
(4.3.10)

Is clear that the fundamental solution is given by the semigroup generated by the discrete fractional

Laplacian (−∆d)
α. The following proposition given us the representation in power series of this

semigroup.
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Proposition 4.3.2. Let α ∈ (0, 1]. Then, for all n ∈ Z, the following identity

e(−∆d)αt =

∫ ∞
0

In(2λ)e−2λft,α(λ)dλ =

∞∑
j=0

Kαj(n)
(−t)j

j!

holds, where ft,α(λ) is the stable Lévy distribution defined in (2.4.13).

Proof. First, we note that the first equality is in virtue of the subordination principle on Wright

function. Now, using the discrete Fourier transform, Remark 2.4.5(i), (2.4.26) and Fubini-Tonelli

Theorem, we get

F
(∫ ∞

0

In(2λ)e−2λft,α(λ)dλ

)
(z) =

∑
n∈Z

[∫ ∞
0

In(2λ)e−2λft,α(λ)dλ

]
zn

=

∫ ∞
0

∑
n∈Z

In(2λ)zne−2λft,α(λ)dλ

=

∫ ∞
0

e(z+
1
z )λe−2λft,α(λ)dλ

=

∫ ∞
0

e(z+
1
z−2)λft,α(λ)dλ

=

∫ ∞
0

eJ(z)λft,α(λ)dλ

= e−(−J(z))αt

= E1,1(−(−J(z))αt)

= F(Gα,1(n, t))(z)

= F

(
(−1)n

∞∑
k=0

Γ(2αk + 1)

Γ(αk + n+ 1)Γ(αk − n+ 1)

(−t)k

k!

)
(z).

By the uniqueness of the discrete Fourier transform we can deduce that

∫ ∞
0

In(2λ)e−2λft,α(λ)dλ = (−1)n
∞∑
k=0

Γ(2αk + 1)

Γ(αk + n+ 1)Γ(αk − n+ 1)

(−t)k

k!
,

and the claim follows from Remark 4.2.4.

It is clear from (4.3.8) that the case α = β = 1 is the discretized heat equation. Therefore, the
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expression in (4.3.9) represents the heat semigroup or Gauss-Weierstrauss semigroup {W (t)}t≥0 in

the present context. The semigroup property is studied in [14, Proposition 1]. Similarly to the

continuous case, when α = 1
2 and β = 1, the corresponding semigroup is the Poisson semigroup

{Pt}t≥0. The Poisson semigroup was considerated by Ciaurri-Gillespie in [14, Remark 2] through

the subordination principle with the Lévy distribution. That is,

(Ptf)(n) =
∑
m∈Z

pt(n−m)f(m), f ∈ `p(Z).

Corollary 4.3.3. We have the following representations for the heat and Poisson semigroups.

(i) For the discrete heat kernel, we have that for all n ∈ Z,

e−2tIn(2t) =

∞∑
j=0

K2j(n)
(−t)j

j!
.

(ii) For the Poisson kernel, we have, for all n ∈ Z,

pt(n) =
1

2
√
π

∫ ∞
0

In(2λ)e−2λλ−
3
2 te−

t2

4λ dλ =

∞∑
j=0

Kj/2(n)
(−t)j

j!
.

Proof. (i) From the above proof, taking α = 1, we obtain that

F(G1,1(n, t))(z) = E1,1(J(z)t) = eJ(z)t = F(e−2tIn(2t))(z),

and we have shown that

e−2tIn(2t) = (−1)n
∞∑
k=0

Γ(2k + 1)

Γ(k + n+ 1)Γ(k − n+ 1)

(−t)k

k!
.

(ii) For α = 1
2 , we have that ft, 12 (λ) = 1

2
√
π
λ−

3
2 te−

t2

4λ (see e.g. [2]). The result is direct consequence

of the subordination principle.
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4.3.2 The subdiffusive case

In this subsection, we consider the solution of the fractional differential equationDβt (n, t) = ∆du(n, t) + g(n, t), n ∈ Z, t > 0,

u(n, 0) = ϕ(n), n ∈ Z.
(4.3.11)

Now, we obtain the explicit fundamental solution for the equation in power series representation.

In fact, we have the following result.

Proposition 4.3.4. Let β ∈ (0, 1]. Then, for all n ∈ Z, the identity∫ ∞
0

In(2λtβ)e−2λtβΦβ(λ)dλ =

∞∑
j=0

K2j(n)
(−t)j

Γ(βj + 1)
, (4.3.12)

holds, where Φβ(λ) is the Wright function given in (2.4.4).

Proof. Indeed, using the discrete Fourier transform, 2.4.2(i), (2.4.26) and Fubini-Tonelli Theorem,

we obtain that

F
(∫ ∞

0

In(2λtβ)e−2λtβΦβ(λ)dλ

)
(z)

=
∑
n∈Z

[∫ ∞
0

In(2λtβ)e−2λtβΦβ(λ)dλ

]
zn =

∫ ∞
0

∑
n∈Z

In(2λtβ)zne−2λtβΦβ(λ)dλ

=

∫ ∞
0

e(z+
1
z )λtβe−2λtβΦβ(λ)dλ

=

∫ ∞
0

e(z+
1
z−2)λtβΦβ(λ)dλ =

∫ ∞
0

eJ(z)λtβΦβ(λ)dλ

=Eβ,1(J(z)tβ) = F(G1,β(n, t))(z)

=F

(
(−1)n

∞∑
k=0

Γ(2k + 1)

Γ(βk + 1)Γ(k + n+ 1)Γ(k − n+ 1)
(−t)k

)
(z).

Thus ∫ ∞
0

In(2λtβ)e−2λtβΦβ(λ)dλ = (−1)n
∞∑
k=0

Γ(2k + 1)

Γ(βk + 1)Γ(k + n+ 1)Γ(k − n+ 1)
(−t)k,

by the uniqueness of the discrete Fourier transform. The result follows from Remark 4.2.4.
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An interesting case is when β = 1
3 , where the explicit representation of the Wright function is

known. Namely,

Φ 1
3
(z) = 3

2
3Ai

(
− z

3
1
3

)
,

where Ai(z) is the Airy function (see e.g. [25]), whose integral representation is given by

Ai(x) =

∫ ∞
0

cos

(
t3

3
+ xt

)
dt, x ∈ R. (4.3.13)

This function appears in several applied problems, specially in optics (study of caustics) and the

Schrödinger’s equation of quantum physics. The reference [63] contains wide information on this

topic.

The following is a direct consequence of Proposition 4.3.4.

Corollary 4.3.5. The following identity∫ ∞
0

In(2λt
1
3 )e−2λt

1
3 3

2
3Ai

(
− λ

3
1
3

)
dλ =

∞∑
j=0

K2j(n)
(−t)j

Γ( j3 + 1)
,

holds.

4.4 Perturbation operator

In this section, we study the fundamental solution associated to semidiscrete discrete dynamical

system involving the fractional perturbed discrete Laplacian. H. Bateman considered in [10, For-

mula 5.1] a problem related to the operator ∆d, which describes the dynamics of surges in springs of

spirals or helical type. He singles out the case of masses concentrated on a light string and obtains

the equation

ftt(n, t) = f(n+ 1, t)− (2 + h)f(n, t) + f(n− 1, t), h ≥ 0, t ≥ 0. (4.4.1)

It appears that the operator ∆d is now replaced by ∆d,h := ∆d − 2hI (I being the identity opera-

tor). More recently, such additive perturbations of the discrete Laplace operator have appeared in

connection with well posedness of the heat equation in Hölder spaces [46, Theorem 1.7].
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In the general theory of cosine families, if A is an operator that generates a cosine family C(t),

and a ∈ C, then A+ aI generates a cosine family Ca(t) (see [19, Chapter VI, p.167, formula 2.8])

represented by

Ca(t) = C(t) +
√
at

∫ t

0

I1(
√
a(t2 − s2)

1
2 )

(t2 − s2)
1
2

C(s)ds. (4.4.2)

In the case of equation (4.4.1) we will obtain a representation of the solution through the methods

of the previous sections.

We start by giving the representation of the fractional powers of ∆d,h, similar to the one given

for ∆d in the introduction. The main tool we shall use is the Balakrishnan formula

(−A)αx =
1

Γ(−α)

∫ ∞
0

(T (t)x− x)
dt

t1+α
, x ∈ D(A), (4.4.3)

representing the fractional powers of (−A), where A is the generator of a bounded semigroup T (t)

(see e.g. [70, p. 260, Formula 5 and Theorem 2, p. 264]).

4.4.1 Fractional powers of the perturbed discrete fractional Laplacian

In this subsection, we study the operator

∆d,hf(n) := f(n+ 1)− (2 + h)f(n) + f(n− 1), h ≥ 0, f ∈ `p(Z), 1 ≤ p ≤ ∞. (4.4.4)

Obviously, when h = 0, ∆d,0f(n) = ∆df(n). A simple computation yields

F(∆d,hf(n))(z) =

[
z +

1

z
− (2 + h)

]
F(f)(z).

Therefore, we have:

F(∆d,h)(z) = z +
1

z
− (2 + h) = J(z)− h. (4.4.5)

Note that z + 1
z − (2 + h) = J(z)− h ≤ 0 for all z ∈ C, |z| = 1, h ≥ 0.

Proposition 4.4.1. Let ∆d,h be defined in (4.4.4). Then, for 0 < α < 1, the fractional power

(−∆d,h)α is given by
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(−∆d,h)αf(n) =
∑
l∈Z

Kα
h (n− l)f(l), n ∈ Z, (4.4.6)

where

Kα
h (n) =

1

2π

∫ 2π

0

(
4 sin2 (θ/2) + h

)α
e−inθdθ, n ∈ Z. (4.4.7)

Proof. First, note that the semigroup generated by ∆d,h is: et∆d,h = e−htet∆d . Then, taking the

discrete Fourier transform in (4.4.3), with A = ∆d,h, and noting that

F(et∆d,h)(z) = e[z+
1
z−(2+h)]tF(f)(z) = e−(4 sin2 θ

2 +h)tF(f)(z), (4.4.8)

we obtain that

F((−∆d,h)αf)(θ) =
1

Γ(−α)

∫ ∞
0

(
e−(4 sin2 θ

2 +h)t − 1
) dt

t1+α
F(f)(θ) =

(
4 sin2 θ/2 + h

)α F(f)(θ).

The second equality follows from an integration by parts and the fact that the Laplace transform

of the function gβ(t) = tβ−1

Γ(β) is given by ĝβ(λ) = λ−β . Therefore, taking the inverse discrete Fourier

transform, we obtain (4.4.6).

Remark 4.4.2. We notice that the kernel Kα
h ∈ `1(Z). In fact, let f(θ) = (4 sin2 θ/2 + h)α and

h > 0. It is easily to check that f, f ′ and f ′′ belong to L1([0, 2π]) and are periodic with period 2π.

This, together with an integration by parts implies that

||Kα
h ||`1(Z) =

∑
n∈Z
|Kα

h (n)| ≤ ||f ||L1([0,2π]) + 2

∞∑
n=1

1

n2
||f ′′||L1([0,2π]) <∞. (4.4.9)

From the Young’s inequality, we can deduce that (−∆d,h)α is a bounded operator on `p(Z, X), for

any Banach space X and 1 ≤ p ≤ ∞, since

||(−∆d,h)αf ||`1(Z) = ||Kα
h ∗ f ||`p(Z) ≤ ||Kα

h ||`1(Z)||f ||`p(Z).

4.4.2 Explicit representation of the solution

The following result gives an explicit representation of the fundamental solution.
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Theorem 4.4.3. Let ϕ, φ ∈ `∞(Z) and g : Z×R+ → C be such that for each t > 0, g(·, t) ∈ `∞(Z)

and sup
s∈[0,t]

||g(·, s)||∞ <∞. Then the unique solution of


Dβt u(n, t) = −(−∆d,h)αu(n, t) + g(n, t), n ∈ Z, t ≥ 0,

u(n, 0) = ϕ(n),

ut(n, 0) = φ(n),

(4.4.10)

is given by

u(n, t) =
∑
m∈Z

Ghα,β(n−m, t)ϕ(m) +
∑
m∈Z

Hh
α,β(n−m, t)φ(m)

+
∑
m∈Z

∫ t

0

Lhα,β(n−m, t− s)g(m, s)ds, (4.4.11)

where

Ghα,β(n, t) = (−1)n
∞∑
k=0

(−tβ)k

Γ(βk + 1)

∞∑
r=0

(
αk

r

)
hr

Γ(2αk − 2r + 1)

Γ(αk − r − n+ 1)Γ(αk − r + n+ 1)
, (4.4.12)

and

Hh
α,β(n, t) = (−1)nt

∞∑
k=0

(−tβ)k

Γ(βk + 2)

∞∑
r=0

(
αk

r

)
hr

Γ(2αk − 2r + 1)

Γ(αk − r − n+ 1)Γ(αk − r + n+ 1)
, (4.4.13)

and

Lhα,β(n, t) = (−1)ntβ−1
∞∑
k=0

(−tβ)k

Γ(βk + β)

∞∑
r=0

(
αk

r

)
hr

Γ(2αk − 2r + 1)

Γ(αk − r − n+ 1)Γ(αk − r + n+ 1)
. (4.4.14)

Furthermore, Ghα,β(·, t), Hh
α,β(·, t) , Lhα,β(·, t) ∈ `1(Z) for each t > 0,.

Proof. Proceeding as in the previous sections (by taking the discrete Fourier transform of (4.4.10))

we obtain that

Ghα,β(n, t) = F−1
(
Eβ,1(−(−J(z)− h)αtβ)

)
(n) =

1

2π

∫ 2π

0

∞∑
k=0

(−tβ)k
(
4 sin2 θ

2 + h
)αk

Γ(βk + 1)
dθ.
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Proceeding in the same way as we have obtained the expression (4.2.7) in Theorem 4.2.1 and using

the generalized Binomial Theorem, we obtain (4.4.12). Moreover,

||Ghα,β(·, t)||`1(Z) =
∑
n∈Z
|Ghα,β(n, t)| =

∑
n∈Z

1

2π

∣∣∣∣∣
∫ 2π

0

∞∑
k=0

(−tβ)k
(
4 sin2 θ

2 + h
)αk

Γ(βk + 1)
e−inθdθ

∣∣∣∣∣ .
Using Fubini-Tonelli Theorem, we get that∫ 2π

0

∞∑
k=0

(−tβ)k
(
4 sin2 θ

2 + h
)αk

Γ(βk + 1)
e−inθdθ =

∞∑
k=0

(−tβ)k

Γ(βk + 1)

∫ 2π

0

(
4 sin2 θ

2
+ h

)αk
e−inθdθ.

Let f(θ) = (4 sin2 θ
2 + h)αk and h > 0. Notice that f , f ′, f ′′ ∈ L1([0, 2π]) and are periodic with

period 2π. Furthermore O(f ′′) ≤ Mk2(4 + k)αk for some M > 0 sufficiently large. Then, from

integration by parts we can deduce that

||Ghα,β(·, t)||`1(Z) ≤ ||f ||L1([0,2π]) + 2

∞∑
n=1

1

n2

∞∑
k=0

tβk

Γ(βk + 1)
Mk2(4 + h)αk.

Using the root test and the Stirling’s formula (2.5.2) we get that

∞∑
k=0

tβk

Γ(βk + 1)
Mk2(4 + h)αk = C <∞.

Thus

||Ghα,β(·, t)||`1(Z) ≤ ||f ||L1([0,2π]) + 2

∞∑
n=1

1

n2
C = ||f ||L1([0,2π]) +

Cπ2

3
.

The proof for the explicit formula and the convergence in `1(Z) of Hh
α,β(·, t) and Lhα,β(·, t) are

similar to the proof for Ghα,β .

When h = 0, we know that Ct given in (4.2.19) defines a cosine operator function. Then, using

(4.4.2) we obtain the following new result.
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Corollary 4.4.4. The cosine operator generated by ∆d,h for (α, β) = (1, 2) is given by

C−h(t)f(n) = Ctf(n) +
√
−ht

∫ t

0

I1(
√
−h(t2 − s2)

1
2 )

(t2 − s2)
1
2

Csf(n) ds,

where

Ctf(n) =
∑
m∈Z

J2(n−m)(2t)f(m).



Chapter 5

The fractional Cauchy problem

and non-local bounded generators.

In this chapter we present the results in the joint paper [23]. We saw in the chapter 4 that the

discrete fractional Laplacian can be defined through the discrete convolution with a special kernel

Kα defined in (4.1.2), which appears explicitly in the representation in series of the fundamental

solution Gα,β given by (4.2.7). A natural question arises: can we obtain the fundamental solution

considering a more general bounded operator?. More especifically, we consider

Dβt u(n, t) = Bu(n, t) + g(n, t), n ∈ Z, t > 0,

u(n, 0) = ϕ(n), n ∈ Z,
(5.0.1)

Dβt u(n, t) = Bu(n, t) + g(n, t), n ∈ Z, t > 0,

u(n, 0) = ϕ(n), ut(n, 0) = φ(n) n ∈ Z,
(5.0.2)

where Bf(n) = (b ∗ f)(n), with b belonging to Banach Algebra `1(Z), f ∈ `p(Z), p ∈ [1,∞]

and β ∈ (0, 2] is real number. We also ask: to what space the solution belongs?. In order to

71
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answer this questions, we used tools of Banach Algebras, specifically `1(Z), functional calculus and

subordination principles. We recall that Dβt denotes the Caputo fractional derivative defined in

(2.5.1).

5.1 The Banach algebra framework

In this section, we recall fundamental properties of the Banach Algebra `1(Z), the generalized

Mittag-Leffler function and the discrete Fourier Transform. The notation used in this section is:

the Dirac measures δ0 and δn are defined as δn(j) = 0 if n 6= j and δn(n) = 1 for n, j ∈ Z, and

T = {eiθ : θ ∈ [−π, π)} is the one-dimensional torus,

Given 1 ≤ p ≤ ∞, we recall that the Banach spaces (`p(Z), ‖ ‖p) are formed by bi-infinite

sequences f = (f(n))n∈Z ⊂ C such that

‖f‖p : =

( ∞∑
n=−∞

|f(n)|p
) 1
p

<∞, 1 ≤ p <∞;

‖f‖∞ : = sup
n∈Z
|f(n)| <∞.

We remind the natural embeddings `1(Z) ↪→ `p(Z) ↪→ `∞(Z), for 1 ≤ p ≤ ∞ and that the dual of

`p(Z) is identified with `p
′
(Z) where 1

p + 1
p′ = 1 for 1 < p <∞ and p = 1 if p′ =∞.

In the case that f ∈ `1(Z) and g ∈ `p(Z), we recall the product

(f ∗ g)(n) :=

∞∑
j=−∞

f(n− j)g(j), n ∈ Z.

From Young’s Inequality, it follows that f ∗g ∈ `p(Z). Note that (`1(Z), ∗) is a commutative Banach

algebra with identity, given by δ0. We observe that δ1 ∗ δ1 = δ2 and, in general, δn ∗ δm = δn+m for

n,m ∈ Z.

The Gelfand transform associated to (`1(Z), ∗), is the discrete Fourier transform F : `1(Z) →

C(T) (or Fourier series) defined in (4.1.3). The spectrum of f in `1(Z), denoted as σ`1(Z)(f), is

defined by

σ`1(Z)(f) := {λ ∈ C : (λδ0 − f)−1 ∈ `1(Z)}.
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In what follows, we consider the general theory of commutative Banach algebra as framework.

We collect the results that will be of our interest in the following theorem.

Theorem 5.1.1. The following properties hold:

(i) The spectrum Spec(`1(Z)) is compact and, consequently, homeomorphic to the unit complex

circle T.

(ii) σ`1(Z)(f) ⊂ {z ∈ C ; |z| < ‖f‖1} and

(λδ0 − f)−1 =
∑
n≥0

λ−n−1fn, ‖f‖1 < |λ|. (5.1.1)

(iii) The algebra `1(Z) is a semi simple regular Banach algebra and the discrete Fourier transform

F is injective.

(iv) The spectrum of f ∈ `1(Z) is given by

σ`1(Z)(f) = F(f)(T). (5.1.2)

Proof. The first claim follows from the fact that the algebra `1(Z) has identity, see for example

[41], and the second one can be found in [41, p. 116]. The proof of (ii) is straightforward. That

`1(Z) is semi simple and the injectivity of F follows from [41, Theorem 4.7.4]. [41, Corolary 7.2.3]

shows that `1(Z) is a regular Banach algebra. The assertions in (iv) are taken from [41, Theorem

3.4.1.].

We observe that the range of the Gelfand transform is the Wiener algebra A(T), the pointwise

algebra of absolutely convergent Fourier series, i.e., F (eiθ) =
∑
n∈Z

f(n)eiθn, (θ ∈ T) with f ∈ `1(Z).

For F ∈ A(T), we also write F (z) =
∑
n∈Z

f(n)zn, for |z| ≤ 1.

We recall that the inverse discrete Fourier transform is given by the following expressions

F−1(F )(n) =
1

2π

∫ π

−π
F (eiθ)e−inθ dθ =

1

2πi

∫
|z|=1

F (z)
dz

zn+1
, n ∈ Z,
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for F ∈ A(T) (and for other functions in larger sets).

The classical formulation of Wiener’s Lemma characterizes functions F ∈ A(T) which are in-

vertible in A(T) as follows:

Given F ∈ A(T) where F (eiθ) =
∑
n∈Z

f(n)eiθn for θ ∈ T. Then F (eiθ) 6= 0 for all θ ∈ T if and

only if 1/F ∈ A(T), i.e., (1/F )(eiθ) =
∑
n∈Z

g(n)eiθn with (g(n))n∈Z ∈ `1(Z); in this case f ∗ g = δ0.

([20, Theorem 5.5]).

We now introduce the following definition.

Definition 5.1.2. Given α, β > 0, we define the vector-valued Mittag-Leffler function, Eα,β :

`1(Z)→ `1(Z), by

Eα,β(a) :=

∞∑
j=0

aj

Γ(αj + β)
, a ∈ `1(Z).

Note that

E1,1(a) =

∞∑
j=0

aj

j!
= ea; E2,1(a) =

∞∑
j=0

aj

(2j)!
.

The set exp(`1(Z)) := {ea ; a ∈ `1(Z)} is the connected component of δ0 in the set of regular

elements in `1(Z) ([41, Theorem 6.4.1]).

We follow the usual terminology in semigroup theory: the element a is called the generator of

the entire group (eza)z∈C; a cosine function, Cos(z, a) := E2,1(z2a), and a sine function, Sin(z, a) :=

zE2,2(z2a). We have

Sin(z, a) =

∫
[0,z]

Cos(s, a)ds, z ∈ C,

for a ∈ `1(Z), see [7, Sections 3.1 and 3.14]. Moreover, the Laplace transform of a entire group or

a cosine function is connected with the resolvent of its generator as follows:

(λ− a)−1 =

∫ ∞
0

e−λseasds, λ > ‖a‖1,
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λ(λ2 − a)−1 =

∫ ∞
0

e−λsCos(s, a)ds, λ >
√
‖a‖1, (5.1.3)

see, for example, [7, p. 213].

Example 5.1.3. For α, β > 0, we have that

Eα,β(zδ0) = Eα,β(z)δ0; Eα,β(zδ1) =

∞∑
j=0

zjδj
Γ(αj + β)

.

In particular, ezδ1 =

∞∑
j=0

zjδj
j!

and Cos(z, δ1) =

∞∑
j=0

z2jδj
(2j)!

are generated by δ1.

In the next proposition, we collect some basic properties of these vector-valued Mittag-Leffler

functions. As usual, we consider Bochner vector-valued integration in the Banach space `1(Z), see

for example [60, Section 1.2].

Proposition 5.1.4. For α, β > 0 and a ∈ `1(Z), we have that

(i) ‖Eα,β(a)‖1 ≤ Eα,β(‖a‖1).

(ii) F(Eα,β(a)) = Eα,β(F(a)); in particular F(eaz) = ezF(a) and F(Cos(z, a)) = Cos(F(z), a)

for z ∈ C.

(iii) σ`1(Z)(Eα,β(a)) = Eα,β(σ`1(Z)(a)).

(iv) The following Laplace transform formula holds∫ ∞
0

e−λttαk+β−1E
(k)
α,β(tαa)dt = k!λα−β

(
(λα − a)−1

)(k+1)
, Re(λ) > ‖a‖1/α1 , (5.1.4)

for k ∈ N ∪ {0}.

(v) For 0 < γ < 1, Eγ,1(a) =

∫ ∞
0

Φγ(t)etadt.

Proof. Proofs of parts (i) and (ii) are straightforward. The part (iii) is the spectral mapping

theorem shown in [41, Theorem 6.2.1]. Due to the algebra `1(Z) is semisimple (see Theorem 5.1.1),



CHAPTER 5. THE FRACTIONAL CAUCHY PROBLEM 76

formulae in (iv) and (v) are direct consequences of the scalar identities, [55, Formula (180), page

21].

Given a ∈ `1(Z), the modified Mittag-Leffler function Sα,β : (0,∞)→ `1(Z), which we define by

Sα,β(t, a) := tβ−1Eα,β(tαa), t > 0 (5.1.5)

is a (gα, gβ)-regularized resolvent family generated by a in the algebra `1(Z). For the definition of

(gα, gβ)-regularized resolvent families and more details in the general case of linear and bounded

operators in a Banach space we refer the reader to [2, Section 4] and the survey [44].

We recall the scaled Wright function ψα,β defined in (2.4.8), given by

ψα,β(t, s) := tβ−1
∞∑
n=0

(−st−α)n

n!Γ(−αn+ β)
, s, t > 0,

for 0 < α < 1 and β > 0.

A direct consequence of [2, Theorem 12] is the following subordination theorem.

Theorem 5.1.5. Let 0 < η1, 0 < η2, a ∈ `1(Z) and Sη1,η2 defined in (5.1.5). Then

Sαη1,αη2+β(t, a) =

∫ ∞
0

ψα,β(t, s)Sη1,η2(s, a) ds, t > 0,

for 0 < α < 1 and β ≥ 0.

Note that in the case of η1 = 2, η2 = 1 and α = β = 1
2 in Theorem 5.1.5, we obtain the known

relation between cosine and semigroups operators generated by a, known as the Weierstrass formula

eat =
1√
πt

∫ ∞
0

e−
s2

4t Cos(s, a)ds, t > 0. (5.1.6)

for a ∈ `1(Z), see for example [7, Theorem 3.14.17].

A application of the classical Wiener’s lemma is the invariance of spectrum for convolution

operators defined on `p(Z) for 1 ≤ p ≤ ∞. This issue is contained in the following theorem that is

the key abstract result in this chapter.
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Theorem 5.1.6. Given a ∈ `1(Z), we define

A(b)(n) := (a ∗ b)(n), n ∈ Z, b ∈ `p(Z), (5.1.7)

then A ∈ B(`p(Z)) for all 1 ≤ p ≤ ∞. Moreover, ‖A‖ = ‖a‖1 and, for all 1 ≤ p ≤ ∞, the following

identities hold:

σB(`p(Z))(A) = σ`1(Z)(a) = F(a)(T). (5.1.8)

For all a ∈ `1(Z), we have that eza is an entire group in `p(Z) with generator a and for all

1 ≤ p ≤ ∞, the following identities hold:

σB(`p(Z))(e
za) = σ`1(Z)(e

za) = ezF(a)(T), z ∈ C. (5.1.9)

Proof. From Young’s Inequality, it follows that A ∈ B(`p(Z)). Since the algebra `p(Z) has the

identity δ0, the property of the norm follows. For the identities (5.1.8), we refer to [20, Corollary

5.20]. Finally, for the spectral mapping theorem (5.1.9) we use (5.1.8) and [41, Theorem 6.2.1].

The element a in the above theorem is also called the symbol of the operator A.

Remark 5.1.7. It is also straightforward to check that the adjoint operator ofA is again a convolution

operator given by A′(g)(n) := (ã ∗ g)(n) where

ã(n) = a(−n), n ∈ Z.

5.2 Some finite difference operators in `1(Z)

In this section we present important cases of finite difference operators, which appear in the seminal

paper of Bateman [10]). Furthermore, we show properties of these operators, such as Fourier

transform, semigroup and cosine families operators, norm and spectrum, among others.

Definition 5.2.1. For f ∈ `p(Z), with 1 ≤ p ≤ ∞, and for n ∈ Z, we define the following operators:
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1. −∆f(n) := f(n)− f(n+ 1) = ((δ0 − δ−1) ∗ f)(n);

2. ∇f(n) := f(n)− f(n− 1) = ((δ0 − δ1) ∗ f)(n);

3. ∆df(n) := f(n+ 1)− 2f(n) + f(n− 1) = ((δ−1 − 2δ0 + δ1) ∗ f)(n);

4. ∆ddf(n) := f(n+ 2)− 2f(n) + f(n− 2) = ((δ−2 − 2δ0 + δ2) ∗ f)(n);

We note that important cases of finite difference operators are given by sequences in the set

cc(Z) := {a ∈ `1(Z) : ∃ m ∈ Z+ : a(n) = 0,∀ |n| > m)}.

In such case, the discrete Fourier Transform of a ∈ cc(Z) is a trigonometric polynomial

F(a)(eiθ) =

m∑
j=−m

a(j)eijθ. (5.2.1)

Notice that if

m∑
j=−m

a(j) = 0 then 0 ∈ σ`1(Z)(a). This follows immediately from (5.1.8).

We remark that when considering the above defined operators in the context of numerical

analysis, the operators −∆ and ∇ are related to Euler scheme of approximation, and the operator

∆d corresponds to the second-order central difference approximation for the second order derivative.

The operator ∆dd appears in Bateman’s paper [10, Page 506] in connection with the equations of

Born and Karman on crystal lattices in vibration.

5.2.1 The operator −∆

In this subsection, we recall the forward difference operator, defined by

∆f(n) := f(n+ 1)− f(n), f ∈ `p(Z).

In the next Theorem, we give useful properties of this operator. This is a classical operator used

in approximation theory and in the theory of difference equations. Considered as an operator from

`p(Z) to `p(Z), our main result read as follows.
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Theorem 5.2.2. The operator −∆f = a ∗ f where a := δ0 − δ−1 enjoys the following properties

1. The norm is given by ‖∆‖ = 2;

2. The Fourier transform is F(a)(z) = 1− z, |z| = 1;

3. For all 1 ≤ p ≤ ∞ the spectrum is given by σB(`p(Z))(−∆) = {z ∈ T : |z − 1| = 1};

4. For |λ+ 1| > 1,

(λδ0 + a)−1 =
∑
j≥0

δ−j
(1 + λ)j+1

.

5. The associated group is e−za(n) = e−z
z−n

(−n)!
χ−N0

(n), z ∈ C, n ∈ Z and its generator is −a.

6. The norm of the group is given by ‖e−ta‖1 = 1, t > 0;

7. The associated cosine function is Cos(z,−a)(n) =
√
π

(−n)!

(
z
2

)−n+ 1
2 J−n− 1

2
(z)χ−N0

(n) where

z ∈ C, n ∈ Z.

Proof. (1): The Minkowski inequality shows that ‖∆‖ ≤ 2. Then observe that δ0 ∈ `p(Z) with

‖δ0‖p = 1 satisfies ‖∆δ0‖p = 2, proving the claim. (2): Follows immediately from the definition of

discrete Fourier transform. (3): Follows from formula (5.1.8) in Theorem 5.1.6 and (2).

To prove (4), we apply (5.1.1) to get

(λδ0 + a)−1 = ((λ+ 1)δ0 − δ−1)−1 =
∑
j≥0

δ−j
(1 + λ)j+1

,

for |λ+ 1| > 1. We show (5) directly

e−za(n) =
(
ezδ−1 ∗ e−zδ0

)
(n) =

(
ezδ−1 ∗ e−zδ0

)
(n) = e−z

z−n

(−n)!
χ−N0(n),

for z ∈ C and n ∈ Z. The norm ‖e−ta‖1 = 1, for t > 0 is straightforward from (5). Finally to show

(7), we apply Laplace transform and formula (2.4.30) to get

√
π

(−n)!

∫ ∞
0

e−λt
(
t

2

)−n+ 1
2

J−n− 1
2
(t)dt =

λ

(λ2 + 1)−n+1
, λ > 1,
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for n ≤ 0. By (4), we have that

λ

(λ2 + 1)−n+1
= λ(λ2 + a)−1(n), n ≤ 0,

and we apply (5.1.3) to conclude the claimed equality and identify the generator of the cosine

function with −a.

We remark that groups generated by ∆ are treated in [1, Section 2] and cosine functions in [10,

Introduction].

5.2.2 The operator ∇

In this subsection, we recall the backward difference operator, defined by

∇f(n) := f(n) + f(n− 1), f ∈ `p(Z).

In the next Theorem, we give useful properties of this operator.

Theorem 5.2.3. The operator ∇f = a ∗ f where a := δ0 − δ1 enjoys the following properties

1. ‖∇‖ = 2;

2. F(a)(z) = 1− 1

z
;

3. For all 1 ≤ p ≤ ∞ we have σB(`p(Z))(∇) = {z ∈ T : |z − 1| = 1};

4. For |λ+ 1| > 1,

(λδ0 + a)−1 =
∑
j≥0

δj
(1 + λ)j+1

.

5. e−za(n) = e−z z
n

n! χN0(n), z ∈ C, n ∈ Z;

6. ‖e−ta‖1 = 1, t > 0;

7. Cos(z,−a) =
√
π
n!

(
z
2

)n+ 1
2 Jn− 1

2
(z)χN0

(n), z ∈ C, n ∈ Z.
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Proof. The assertions (1), (2), (3) and (4) follow the same lines that Theorem 5.2.2. For the

assertion (5), we have

e−za(n) =
(
ezδ1 ∗ e−zδ0

)
(n) = e−z

zn

n!
χN0

(n),

for z ∈ C and n ∈ Z. The claim (6) follows from (5). Finally, we check (7) as follows: We apply

Laplace transform and formula (2.4.30) to get

√
π

n!

∫ ∞
0

e−λt
(
t

2

)n+ 1
2

Jn− 1
2
(t)dt =

λ

(λ2 + 1)n+1
, λ > 1.

for n ≥ 0. Then we can apply (4), (5.1.3) and the uniqueness of the Laplace transform to conclude

(7).

We remark that groups generated by ∇ are treated in [1, Section 2] and cosine functions in [10,

Introduction].

We observe that when considering the Fourier transform in the context of signal processing,

the conversion from continuous-times systems to discrete-times systems is done through the Euler

transformation 1− 1
z . In such context it is important to remark that z−1 represents a delay in time.

5.2.3 The operator ∆d

We recall the discrete Laplacian operator, defined by

∆df(n) = f(n+ 1)− 2f(n) + f(n− 1), f ∈ `p(Z).

Theorem 5.2.4. The operator ∆df = a∗f where a := δ−1−2δ0+δ1 enjoys the following properties

1. ‖∆d‖ = 4;

2. F(a)(z) = z +
1

z
− 2;

3. For all 1 ≤ p ≤ ∞ we have σB(`p(Z))(∆d) = [−4, 0];
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4. The group eza(n) = e−2zIn(2z), z ∈ C, n ∈ Z and its generator is a.

5. ‖eta‖1 = 1, t > 0;

6. For λ ∈ C \ [−4, 0],

(λ− a)−1(n) = 2−n
((λ+ 2)−

√
λ2 + 4λ)n√

λ2 + 4λ
, n ∈ Z;

7. Cos(z, a) = J2n(2z), z ∈ C, n ∈ Z.

Proof. The assertions (1) and (2) follows as in the previous theorems. To prove (3) observe that

σB(`p(Z))(∆d) = {z ∈ C : z = w +
1

w
− 2, |w| = 1} = {z ∈ C : z = 2(Re(w)− 1), |w| = 1}

= {z ∈ C : z = 2(cos(θ)− 1), θ ∈ [0, 2π) } = [−4, 0].

To show (4): we proceed as in the previous theorems, obtaining

eza(n) =
(
(ezδ1 ∗ ezδ−1) ∗ e−2zδ0

)
(n) = e−2z(ezδ1 ∗ ezδ−1)(n)

= e−2z
∞∑

j=−∞

zn−j

(n− j)!
χN0

(n− j) z
−j

(−j)!
χ−N0

(j)

= e−2z
∞∑
j=0

zn+j

(n+ j)!

zj

j!
= e−2zIn(2z)

where we have used (2.4.22) in the last identity. To prove (5) we use (4) and (2.4.26). To prove (6)

we apply Laplace transform and formula (2.4.28) to get

(λ− a)−1(n) =

∫ ∞
0

e−λteta(n)dt =

∫ ∞
0

e−(λ+2)tIn(2t)dt = 2−n
((λ+ 2)−

√
λ2 + 4λ)n√

λ2 + 4λ
,

for Reλ > 0 and n ∈ Z. By the principle of analytic continuation, we can extend the equality to

the set λ ∈ C \ [−4, 0]. Finally to show (7), we apply again Laplace transform and formula (2.4.29)

to get∫ ∞
0

e−λtJ2n(2t)dt = 2−2n

(√
λ2 + 4− λ

)2n
√
λ2 + 4

= 2−n
(
λ2 + 2− λ

√
λ2 + 4

)n
√
λ2 + 4

= λ(λ2 − a)−1(n)

where we have applied the assertion (6) for Reλ > 0 and n ∈ Z.
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We observe that groups generated by the discrete Laplacian ∆d are treated in [14, Section 2]

and cosine functions in [46, Theorem 1.2]. Here, we have presented a complete and alternative

approach using the framework of Banach algebras combined with the Laplace transform method.

5.2.4 The operator ∆dd

In this subsection, we present the operator ∆dd, defined by

∆ddf(n) := f(n+ 1)− 2f(n) + f(n− 1), f ∈ `p(Z).

Theorem 5.2.5. The operator ∆ddf = a ∗ f where a := δ−2 − 2δ0 + δ2 enjoys the following

properties

1. ‖∆dd‖ = 4;

2. F(a)(z) = (z − 1

z
)2;

3. For all 1 ≤ p ≤ ∞ we have σB(`p(Z))(∆dd) = [−4, 0];

4. eza(n) = e−2zIn
2

(2z)χ2Z(n), z ∈ C, n ∈ Z;

5. ‖e−ta‖1 = 1, t > 0;

6. For λ ∈ C \ [−4, 0],

(λ− a)−1(n) = 2−
n
2

((λ+ 2)−
√
λ2 + 4λ)

n
2

√
λ2 + 4λ

χ2Z(n), n ∈ Z;

7. Cos(z,−a)(n) = Jn(2z)χ2Z(n), z ∈ C, n ∈ Z.

Proof. En view of the previous theorems, (1) and (2) are straightforward. To prove (3) observe

that

σB(`p(Z))(∆dd) = {z ∈ C : z = −4 sin2 θ, θ ∈ [0, 2π) } = [−4, 0].
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We show (4): we apply the discrete Fourier transform and Theorem 5.2.4 ((2) and (4)) to get

F(e−2tIn
2

(2t)χ2Z(n))(z) =
∑
j∈Z

e−2tIj(2t)(z
2)j = F(et∆d)(z2) = et(z−

1
z )2 = F(eta)(z),

for z ∈ T and we conclude the equality (4) by uniqueness of the discrete Fourier transform. The

equality in (5) is a consequence of (4) and (2.4.26). The proof of (6) and (7) are similar to the

proof of Theorem 5.2.4 (6) and (7).

Some simple computations show linear, algebraic and dual relations between the operators

defined previously, which are presented in the following result.

Proposition 5.2.6. The discrete operators −∆,∇,∆d and ∆dd satisfies the following properties

(i) The following equalities hold:

−∆d = (∇−∆) = −∆∇;

(ii) For 1 ≤ p <∞, the following identities hold on `p(Z):

(−∆)′ = ∇; (∇)′ = −∆;

(∆d)
′ = ∆d; (∆dd)

′ = ∆dd,

where A′ denotes the adjoint operator of A.

In the next Theorem, we present a decomposition result for the Bessel function which seems to

be new. For simplicity, for n ∈ Z and z ∈ C, we define

gz,−(n) :=
zn

n!
χN0(n), gz,+(n) :=

z−n

(−n)!
χ−N0(n).

Theorem 5.2.7. The Bessel function In admits a factorization via convolution given by

In(2z) = (gz,+ ∗ gz,−)(n), n ∈ Z, z ∈ C.
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Proof. We apply (4) in Theorem 5.2.4, Proposition 5.2.6(i) and Theorems 5.2.2 and 5.2.3 part (5),

to get

e−2zIn(2z) = e∆dz(n) = e−z(−∆)e−t∇(n) = e−2z(gz,+ ∗ gz,−)(n),

for n ∈ Z, z ∈ C.

5.3 Fractional powers of generators

In this section, we are going to define the fractional powers of the operators defined in 5.2.1.

5.3.1 Integral representation for fractional powers

To define fractional powers in a Banach algebra (and in operator theory) is, in general, a difficult

task. Not every element in `1(Z) has fractional powers. For example δ1 does not have square root

in `1(Z). In contrast, there might be a continuous function f ∈ C(T) such that (f(z))2 = z for

z ∈ T.

When σ`1(Z)(a) ⊂ C+ and α ∈ R, we may consider the function Fα(z) = zα which is holomorphic

in a neighbour of σ`1(Z)(a). By the analytic functional calculus, the element

Fα(a) =
1

2πi

∫
γ

Fα(z)

z − a
dz,

(where γ is a spectral contour lying in an open set O containing the spectrum of a) exists in the

Banach algebra `1(Z) and F(Fα(a)) = (F(a))α ([41, Lemma 6.1.2]). Then Fα(a) is a fractional

power of a of order α, and we write Fα(a) = aα. We note that there exists a classical way to define

fractional powers of generators of uniformly bounded semigroups in Banach spaces, see for example

[70, p. 260–264] and [30, Example 3.4.6-7].

As the next definition shows, we may follow a general methodology to treat fractional powers

of elements in `1(Z), which is analogue to the case of operators in Banach spaces see [70, p. 265].
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Definition 5.3.1. Let 0 < α < 1, and a ∈ `1(Z), such that (eta)t≥0 is a uniformly bounded

semigroup, i.e., sups>0 ‖eas‖1 <∞. Then we write (−a)α by the fractional power of a given by the

following integral representation,

(−a)α :=
1

Γ(−α)

∫ ∞
0

esa − δ0
s1+α

ds.

Remark 5.3.2. In fact, Definition 5.3.1 is an analogous formula in `1(Z) of the well-known equality

zα =
1

Γ(−α)

∫ ∞
0

e−zt − 1

t1+α
dt, Re z > 0.

As an immediate consequence of this definition, we have that, for 0 < α < 1,

F((−a)α) = (−F(a))α, σ((−a)α) = (σ(−a))α, (5.3.1)

where we have applied (5.1.8).

It is well known that the uniformly bounded semigroup (e−t(−a)α)t≥0 is subordinated to (eta)t≥0

(principle of Lévy subordination) by the formula

e−t(−a)α =

∫ ∞
0

ft,α(s)easds =

∞∑
j=0

(−t)j

j!
(−a)jα, t ≥ 0, (5.3.2)

see, for example [70, Theorem 1, p. 263]. Note that

F(e−t(−a)α) = e−t(−F(a))α .

Now we present the fractional powers of the four elements in `1(Z) given in Definition 5.2.1. For

a ∈ `1(Z), note that A ∈ B(`p(Z)) where A(f) := a ∗ f for f ∈ `p(Z) and 1 ≤ p ≤ ∞. In the case

that the fractional power aα ∈ `1(Z) for Reα > 0 and then Aα ∈ B(`p(Z)) where Aα(f) := aα ∗ f

for f ∈ `p(Z) and 1 ≤ p ≤ ∞.

5.3.2 The operators (−∆)α and ∇α

We define the sequence

kα(j) :=
Γ(α+ n)

Γ(α)n!
= (−1)n

(
−α
n

)
, n ∈ N0,
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for α ∈ C \ {0,−1,−2, ...} see [24, Section 2] and references therein. The sequence kα verifies the

following identity [24, Proposition 3.1]

∞∑
j=0

kα(j)zj =
1

(1− z)α
, z ∈ C, |z| ≤ 1, z 6= 1. (5.3.3)

The sequence kα has been deeply investigated in several references, see for example [76, Vol I, p.77]

where Aα−1
n = kα(n). For 0 < α < 1, note that k−α(0) = 1 and

∞∑
j=0

k−α(j) = 0,

∞∑
j=1

k−α(j) = −1,

see also [1, Section 2], where the notation Λα ≡ k−α is employed. For j large enough, k−α(j) is of

constant sign ([76, Theorem 1.17]) for α > 0; in particular for 0 < α < 1, k−α(j) < 0 for j ∈ N.

Since −∆(f) := (δ0 − δ−1) ∗ f and ∇(f) := (δ0 − δ1) ∗ f for f ∈ `p(Z), we will denote

Kα
+ := (δ0 − δ−1)α, Kα

− := (δ0 − δ1)α. (5.3.4)

We have the following result concerning properties of the kernels Kα
+ and Kα

−.

Theorem 5.3.3. For all 0 < α < 1 we have

F(Kα
+)(z) = (1− 1

z
)α, F(Kα

−)(z) = (1− z)α, (5.3.5)

for z ∈ T, and

Kα
+ =

∞∑
j=0

k−α(j)δ−j , Kα
− =

∞∑
j=0

k−α(j)δj . (5.3.6)

In particular σ(Kα
+) = σ(Kα

−) = {(1− eiθ)α | θ ∈ [−π, π)}. Moreover,

‖Kα
+‖1 = ‖Kα

−‖1 = 2,

for 0 < α < 1.

Proof. Using the first identity in (5.3.1) we obtain

F(Kα
+)(z) = [F(K+)]α(z) =

[ ∞∑
j=0

(δ0 − δ−1)(j)zj
]α

= (1− 1

z
)α,
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proving the first identity in (5.3.5). On the other hand, note that
[∑∞

j=0 k
−α(j)δ−j

]
(n) = k−α(−n).

Therefore, taking into account (5.3.3) we obtain

F(
[ ∞∑
j=0

k−α(j)δ−j

]
)(z) = F(k−α(−·))(z) = (1− 1

z
)α.

Then, by uniqueness of the Fourier transform, we conclude the first identity in (5.3.6). The proof

of the second identities in (5.3.5) and (5.3.6) is analogous. The property of the spectrum follows

from the second identity in (5.3.1). Finally, we have that

‖Kα
+‖1 =

∞∑
j=0

|k−α(j)| = 1−
∞∑
j=1

k−α(j) = 2,

and we conclude the proof.

Now we consider the groups generated by the fractional powers Kα
+ and Kα

− as elements of the

Banach algebra `1(Z).

Theorem 5.3.4. For 0 < α < 1, and z ∈ C, we have

ezK
α
+ = ezδ0 +

∞∑
j=1

( ∞∑
n=1

zn

n!
k−αn(j)

)
δ−j ,

ezK
α
− = ezδ0 +

∞∑
j=1

( ∞∑
n=1

zn

n!
k−αn(j)

)
δj .

In particular for z ∈ C and w ∈ T, we have that

F(ezK
α
+)(w) = ez(1−

1
w )α , F(ezK

α
−)(w) = ez(1−w)α ,

and σ(ezK
α
+) = σ(ezK

α
−) = {ez(1−eiθ)α | θ ∈ [−π, π)}.

Moreover the semigroups (e−tK
α
+)t≥0 and (e−tK

α
−)t≥0 are uniformly bounded and

e−t +

∞∑
j=1

∣∣∣∣∣
∞∑
n=1

(−t)n

n!
k−αn(j)

∣∣∣∣∣ ≤ 1, t > 0.

Proof. Note that

ezK
α
+ = δ0 +

∞∑
n=1

zn

n!
(δ0 − δ−1)nα = δ0 +

∞∑
n=1

zn

n!

∞∑
j=0

k−αn(j)δ−j
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= ezδ0 +

∞∑
j=1

( ∞∑
n=1

zn

n!
k−αn(j)

)
δ−j ,

for z ∈ C.

In the case that 0 < α < 1, since −(δ0 − δ−1) and −(δ0 − δ1) generate uniformly bounded

semigroups, then the fractional power −Kα
+ and −Kα

− also generate uniformly bounded semigroups.

Then

e−t +

∞∑
j=1

∣∣∣∣∣
∞∑
n=1

(−t)n

n!
k−αn(j)

∣∣∣∣∣ = ‖e−tK
α
+‖1

≤
∫ ∞

0

ft,α(s)‖e−(δ0−δ−1)s‖1ds ≤
∫ ∞

0

ft,α(s)ds = 1,

for t ≥ 0, where we have applied [70, Proposition 3, p.262].

Now we apply the Lévy subordination principle (5.3.2) to a = δ−1 − δ0 or a = δ1 − δ0 and from

Theorem 5.3.4 to obtain the following result. Note that this formula is also obtained from (5.3.2).

Corollary 5.3.5. Let 0 < α < 1 and fs,α is the Lévy stable distribution defined by (2.4.13).

∞∑
j=1

k−αj(n)
(−t)j

j!
=

∫ ∞
0

ft,α(s)
e−ssn

n!
ds, t > 0, n ≥ 1.

In particular, when α = 1
2 , we obtain

∞∑
j=1

k
−j
2 (n)

(−t)j

j!
=

∫ ∞
0

t√
4πs3

e
−t2
4s e−ssnds, n ≥ 1.

5.3.3 The operator (−∆d)
α

In this subsection, we study important properties of the discrete fractional Laplacian (−∆d)
α for

0 < α ≤ 1, defined in (4.1.1). In [46, Section 3], the sequence (−δ−1 + 2δ0− δ1)α is denoted by Kα
d .

We recall that

Kα
d (n) :=

1

2π

∫ π

−π
(4 sin2(θ/2))αe−inθdθ =

(−1)nΓ(2α+ 1)

Γ(1 + α+ n)Γ(1 + α− n)
,
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for n ∈ Z and α > 0, [46, Formula (22)]. In the case that 1 + α + n ∈ −N0, Kα
d (n) = 0. Then

|Kα
d (n)| ∼ Γ(2α+1)

π |n|−2α−1 for n→ ±∞.

We summarize the main properties of the kernel Kα
d in the following result.

Theorem 5.3.6. For 0 < α < 1 we have

F(Kα
d )(z) = (2− (z +

1

z
))α = (4 sin2(

θ

2
))α, z = eiθ ∈ T, (5.3.7)

and

Kα
d = Kα

+ ∗Kα
−. (5.3.8)

In particular:

Kα
d =

∞∑
j=0

(k−α− ∗ k−α)(j)δj , (5.3.9)

where k−α− (n) := k−α(−n). Moreover, σ(Kα
d ) = [0, 4α] and

‖Kα
d ‖1 = 2

Γ(1 + 2α)

Γ(1 + α)2
.

Proof. The identity (5.3.7) follows from (5.3.1). To show (5.3.8), we apply the discrete Fourier

transform to obtain that

F(Kα
+ ∗Kα

−)(z) = (1− 1

z
)α(1− z)α = (2− (z +

1

z
))α = F(Kα

d )(z),

for z ∈ T. From the fact that the discrete Fourier transform is one to one, we obtain the equality.

To prove (5.3.9) we note that the right hand side evaluated at n ∈ Z is equal to (k−α− ∗ kα)(n) and

we have

(k−α− ∗ kα)(n) =

n∑
j=0

k−α(−(n− j))k−α(j) =

n∑
j=0

Kα
+(n− j)Kα

−(j) = (Kα
+ ∗Kα

−)(n),

and the result follows from (5.3.8). The spectrum is given in ([46, Theorem 1.3 (iii)] and the norm

of Kα is calculated in [46, Lemma 3.2].

An interesting consequence is the following corollary, that seems to be a new formula for bino-

mials of non-integer entries.
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Corollary 5.3.7. Let α ∈ (0, 1) and n ∈ N ∪ {0}. The following equality holds,(
2α

α+ n

)
=

∞∑
j=0

(
α

j + n

)(
α

j

)

Proof. The combinatorial equality is a straightforward consequence of the explicit expression of the

kernels convolutions Kα
+, Kα

− and Kα
d .

The following result collect the main results on the fractional discrete semigroup. For other

results see also [46].

Theorem 5.3.8. For any 0 < α < 1 we have that the fractional discrete semigroup, generated by

−Kα
d , is given

e−zK
α
d (n) = (−1)n

∞∑
k=1

(−1)k
zk

k!

Γ(2kα+ 1)

Γ(1 + kα+ n)Γ(1 + kα− n)
+ δ0(n),

for n ∈ Z and z ∈ C. Moreover,

(i) The discrete Fourier transform of e−zK
α
d is given by

F(e−zK
α
d )(eiθ) = e−z(4 sin2( θ2 ))α , θ ∈ [−π, π), z ∈ C.

(ii) e−tK
α
d (n) ≥ 0, and ‖e−tKα

d ‖1 = 1 for n ∈ Z and t ≥ 0, i.e., is a Markovian semigroup.

(iii) σ(e−zK
α
d ) = {e−z(4 sin2( θ2 ))α : θ ∈ [−π, π)}.

Proof. The fractional discrete semigroup, generated by −Kα
d is given in [46, Theorem 1.3]. There,

the entire group (e−zK
α
d )z∈C is written by Lαz . The assertion (i) follows from Proposition 5.1.4(ii)

combined with (5.3.7) in Theorem 5.3.6. The proof of (ii) is contained in [46, Theorem 1.3 (v)].

Finally, to prove (iii) we use (5.1.9) in Theorem 5.1.6 and (5.3.7) in Theorem 5.3.6.

We recall that we applied the Lévy subordination principle (5.3.2) to the semigroup generated

to a = δ−1 − 2δ0 + δ1 in Proposition 4.3.2 and Corollary 4.3.3.
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5.3.4 The operator (−∆dd)
α

Since, the element (δ2− 2δ0 + δ−2) generates a uniformly bounded C0-semigroup, then we consider

the fractional power (δ2 − 2δ0 + δ−2)α for 0 < α < 1. For simplicity, we write Kα
dd instead of

(δ2 − 2δ0 + δ−2)α.

Theorem 5.3.9. For 0 < α < 1.

(i) We have

Kα
dd(n) =

Γ(2α+ 1)

Γ(1 + α+ n
2 )Γ(1 + α− n

2 )
cos(

n

2
π), n ∈ Z.

(ii) Kα
dd(2n) = Kα

d (n) and Kα
dd(2n− 1) = 0 for n ∈ Z.

(iii) ‖Kα
dd‖1 = 2

Γ(1 + 2α)

Γ(1 + α)2
.

(iv) F(Kα
dd)(e

iθ) = (4 sin2(θ))α for θ ∈ [−π, π) and σ(Kα
dd) = [0, 4α].

Proof. (i) For n ∈ Z, we have that

Kα
dd(n) =

1

2π

∫ π

−π
(4 sin2(θ))αe−inθdθ =

4α

π

∫ π

0

sin2α(θ) cos(nθ)dθ

=
Γ(2α+ 1)

Γ(1 + α+ n
2 )Γ(1 + α− n

2 )
cos(

n

2
π)

where we have applied [29, Formula 3.631 (8)]. Parts (ii), (iii) and (iv) are straigthforward from

part (i).

Now we consider the entire group (e−zK
α
dd)z∈C generated by −Kα

dd.

Theorem 5.3.10. For 0 < α < 1 we have

(i) We have

e−zK
α
dd(n) = cos(

n

2
π)

∞∑
k=1

(−1)k
zk

k!

Γ(2kα+ 1)

Γ(1 + kα+ n
2 )Γ(1 + kα− n

2 )
+ δ0(n), n ∈ Z.
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(ii) e−zK
α
dd(2n) = e−zK

α
d (n) and e−zK

α
dd(2n− 1) = 0 for n ∈ Z.

(iii) e−tK
α
dd(n) ≥ 0, and ‖e−tKα

dd‖1 = 1 for n ∈ Z and t ≥ 0, i.e., is a Markovian semigroup.

(iv) F(e−zK
α
dd)(eiθ) = e−z(4 sin2(θ))α , for θ ∈ [−π, π) and

σ(e−zK
α
dd) = σ(e−zK

α
dd) = {e−zu

α

| u ∈ [0, 4]}.

Proof. By [70, Theorem 1, p. 263], we have that

e−tK
α
dd(n) =

∫ ∞
0

ft,α(s)e−2sIn
2

(2s)dsχ2Z(n) = e−tK
α
d (
n

2
)χ2Z(n),

and we conclude the equalities (i) and (ii). Parts (iii) and (iv) are proved from similar properties

of e−zK
α
d .

Remark 5.3.11. The spectrum of the discrete fractional Laplacian −(−∆d)
α is determined by

σ(−(−∆d)
α) = [−4α, 0], recovering the result of Lizama and Roncal in [46], Theorem 1.3, iii).

A similar result is obtained for the operator −(−∆dd)
α given by σ(−(−∆dd)

α) = [−4α, 0]. For the

discrete fractional difference operators −∆ and ∇ we have σ((−∆)α) = σ(∇α) = [−(1 + eiT)α].

5.4 Fundamental solutions

In this section, we consider the convolution operator Bf(n) := (b∗f)(n), with b ∈ `1(Z), f ∈ `p(Z),

p ∈ [1,∞] and n ∈ Z. Our objective is to obtain an explicit representation of the solution for the

following semi-discrete fractional evolution equation:Dβt u(n, t) = Bu(n, t) + g(n, t), n ∈ Z, t > 0;

u(n, 0) = ϕ(n), ut(n, 0) = φ(n), n ∈ Z.

Here, β ∈ (0, 2] is real number. For a sufficiently regular function v, we denote by Dβt the Caputo

derivative of order β given by

Dβt v(t) =
1

Γ(1− β)

∫ t

0

(t− s)−βv′(s)ds = (g1−β ∗ v′)(t), t > 0,
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for 0 < β < 1 and

Dβt v(t) =
1

Γ(2− β)

∫ t

0

(t− s)1−βv′′(s)ds = (g2−β ∗ v′′)(t), t > 0,

for 1 < β < 2. For β = 1 and β = 2, we consider the usual first and second order derivative. Note

that

lim
β→1−

Dβt v(t) = v′(t), lim
β→2−

Dβt v(t) = v′′(t), t > 0,

however,

lim
β→0+

Dβt v(t) = v(t)− v(0), lim
β→1+

Dβt v(t) = v′(t)− v′(0), t > 0, (5.4.1)

see, for example [12, 28].

To begin with, we consider the semi discrete Cauchy problem∂tu(n, t) = Bu(n, t) + g(n, t), n ∈ Z, t > 0,

u(n, 0) = ϕ(n), n ∈ Z,
(5.4.2)

and their fundamental solution that is obviously given by Duhamel’s formula

u(n, t) = eBtϕ(n) +

∫ t

0

eB(t−s)g(n, s)ds n ∈ Z, t ≥ 0.

Analogously, in the case of the second order semi discrete Cauchy problem:
∂ttu(n, t) = Bu(n, t) + g(n, t), n ∈ Z, t > 0,

u(n, 0) = ϕ(n), n ∈ Z,

u(n, 0) = ψ(n), n ∈ Z,

(5.4.3)

we have that the fundamental solution is given by D’Alembert formula

u(n, t) = Cos(t, B)ϕ(n) + Sin(t, B)ψ(n) +

∫ t

0

Sin(t− s,B)f(s)ds,

where Cos(t, B) and Sin(t, B) are generated by B. We first study some concrete examples.
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5.4.1 The discrete Nagumo equation

Let us consider the linear part of the discrete Nagumo equation, which can be written as follows:∂tu(n, t) = ∆du(n, t)− ku(n, t), n ∈ Z, t > 0,

u(n, 0) = ϕ(n), n ∈ Z,
(5.4.4)

where 0 < k < 1/2. The discrete Nagumo equation is used as a model for the spread of genetic

traits and for the propagation of nerve pulses in a nerve axon, neglecting recovery, see [75] and

references therein. Using Theorem 5.2.4(3) we obtain

σ(et(∆d−kI)) = etσ(∆d−kI) = {ets : t ≥ 0, −4− k ≤ s ≤ −k}.

It implies that the unique solution of equation (5.4.4) is uniformly asymptotically stable, i.e.

u(n, t) = et(∆d−kI)ϕ(n)→ 0 as t→∞.

Moreover, using Theorem 5.2.4(4) and the semigroup property, we can obtain a representation of

the fundamental solution as follows:

u(n, t) = e−tkIet∆dϕ(n) := (e−tkI ∗ et∆d ∗ ϕ)(n) =

n∑
j=0

(e−tkI ∗ et∆d)(n− j)ϕ(j)

= e−2t
n∑
j=0

n−j∑
l=0

(−kt)l

l!
In−j−l(2t)ϕ(j).

Since σ(−(−∆d)
α) = [−4α, 0] (see Remark 5.3.11) we have that the same asymptotic behavior

also holds for the fundamental solution of the fractional Laplacian version for the discrete Nagumo

equation [46, Section 7]:∂tu(n, t) = −(−∆d)
αu(n, t)− ku(n, t), n ∈ Z, t > 0,

u(n, 0) = ϕ(n), n ∈ Z.
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5.4.2 The semi-discrete transport equation.

Let us consider the semi discrete transport equation∂tu(n, t) = r∆u(n, t), n ∈ Z, t > 0,

u(n, 0) = ϕ(n), n ∈ Z.
(5.4.5)

where r > 0 and r∆ denote the r-forward difference operator defined by r∆f(n) := f(n+1)−rf(n),

see [3, Section 5.5]. Observe that r∆ = ∆ + (1 − r)I where I denote the identity operator.

Then, by perturbation semigroup theory, the unique solution of (5.4.5) has the form u(n, t) =

et(∆+(1−r)I)ϕ(n), n ∈ Z. By the spectral mapping (5.1.9) in Theorem 5.1.6, we obtain that

σ(et(∆+(1−r)I)) = etσ(∆+(1−r)I)).

Hence, by Theorem 5.2.2 part (3) we deduce that σ(∆+(1−r)I) = {z ∈ T : |z+r| = 1}. Therefore,

for any r > 1 we have that the upper bound of the spectrum of B = ∆ + (1− r)I is negative i.e.

ωσ(∆ + (1− r)I) := sup{Re z : z ∈ σ(∆ + (1− r)I)} < 0,

and consequently we obtain that for any r > 1 the unique solution of equation (5.4.5) is uniformly

asymptotically stable, i.e.

‖er∆tϕ‖ → 0 as t→∞,

uniformly with respect to ‖ϕ‖ ≤ 1. Of course, this result can be also directly deduced from Theorem

5.2.2 part (5). Analogously, using the fact that

Re(r − eit) > 0 implies Re((r − eit)α) > 0,

for any 0 < α < 1 and r > 1, we can deduce from Theorem 5.3.4 that the same property of

asymptotic stability remains true for the unique solution of the fractional semi-discrete transport

equation: ∂tu(n, t) = −(−r∆)αu(n, t), n ∈ Z, t > 0,

u(n, 0) = ϕ(n), n ∈ Z.
(5.4.6)
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5.4.3 The De Juhasz equation

We consider the following semi discrete equation:
∂ttu(n, t) = ∆du(n, t)− 2ku(n, t), n ∈ Z, t > 0,

u(n, 0) = ϕ(n), n ∈ Z,

ut(n, 0) = ψ(n), n ∈ Z,

(5.4.7)

where k > 0. This equation can be found in the seminal paper of Bateman [10] in connection with

surges in springs and connected systems of springs. We have named here as De Juhasz equation

because, according Bateman’s paper, De Juhasz deduced by the first time the modeling of such

equation in mechanical theory. Following Bateman’s paper, this semi discrete equation is obtained

when the concentrated masses on a light string are mounted on springs arranged either along a

straight line or on the circumference of a circle or helix [10, Section 5, formula (5.1)]. Applying

Theorem 5.2.4 and considering the operator B = ∆d − 2kI we obtain

σ(∆d − 2kI) = [−4− 2k,−2k],

and, therefore

σ(C(t, B)) = {cos(t
√
s) : s ∈ [2k, 4 + 2k]}.

In particular, it implies that on the Hilbert space `2(Z) we have ‖C(t)‖ ≤ 1 and consequently the

unique solution of (5.4.7) when ψ ≡ 0 must be bounded. This extends a previous result of Bateman

[10, Section 5] that studied (5.4.7) with the initial conditions ψ ≡ 0 and ϕ(n) = δ0(n).

After this concrete examples, we can easily generalize the above argument to more complexes

dynamics. This is the content of the next subsection.

5.4.4 Fractional in time generalizations

Given 0 < β ≤ 1, we first consider the equationDβt u(n, t) = Bu(n, t) + g(n, t), n ∈ Z, t > 0,

u(n, 0) = ϕ(n), n ∈ Z.
(5.4.8)
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We recall that function Eα,β(b) (with b ∈ `1(Z)) is the vector-valued Mittag-Leffler function given

in Definition 5.1.2. The main result is the following Theorem.

Theorem 5.4.1. Let ϕ, φ ∈ `p(Z), and g : Z×R+ → C be such that, for each t ∈ R+, g(·, t) ∈ `p(Z)

and sup
s∈[0,t]

||g(·, s)||p <∞ with 1 ≤ p ≤ ∞.

(i) For 0 < β < 1, the function

u(n, t) =(Eβ,1(tβb) ∗ ϕ)(n)

+

∫ t

0

(t− s)β−1
(
Eβ,β((t− s)βb) ∗ g(·, s)

)
(n)ds, n ∈ Z,

is the unique solution of the initial value problem (5.4.8). Moreover, u(·, t) belong to `p(Z)

for t > 0.

(ii) For 1 < β < 2, the function

u(n, t) =(Eβ,1(tβb) ∗ ϕ)(n) + t(Eβ,2(tβb) ∗ φ)(n)

+

∫ t

0

(t− s)β−1
(
Eβ,β((t− s)βb) ∗ g(·, s)

)
(n)ds, n ∈ Z,

is the unique solution of the initial value problem (5.0.2). Moreover, u(·, t) belong to `p(Z)

for t > 0.

Proof. Due to the algebra `1(Z) is semisimple (see Theorem 5.1.1), the formulae in (i) and (ii) are

direct consequences of the scalar identities, which in case 0 < α < 1 can be found in [44, Section

3.3, formula (8)] combined with [44, Section 1.2]. The case 1 < α < 2 follows from [44, Section 3.3,

formula (11)]. See also the references therein.

Remark 5.4.2. Now we consider the behavior of the solution when β tends to the integer parameter,

i.e, β = 1, 2. For simplicity, we consider the homogeneous case, g = 0. When β → 1−, the solution

of equation (5.0.1) converges to semigroup family operators E1,1(tb), and for the case β → 2−, the

solution of equation (5.0.2),

u(·, t) = Eβ,1(tβb) ∗ ϕ+ tEβ,2(tβb) ∗ φ, t > 0,
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converges to unique mild solution of second order Cauchy problem, i.e. the sum of a cosine function

and a sine function generated by b, see [7, Corollary 3.14.8].

However, as in the scalar case, when β → 1+ the solution of the equation (5.0.2) converges to

u(·, t) = E1,1(bt) + tE1,2(tb), t > 0.

Note that this function is the solution of the following first order modified Cauchy problemv
′(n, t) = Bv(n, t) + φ(n), n ∈ Z, t > 0,

v(n, 0) = ϕ(n), n ∈ Z,

for φ, ϕ ∈ `p(Z). This fact is in accordance with the interpolation property of the Caputo fractional

derivative, see (5.4.1).

The fundamental solution uβ,1 for systems (5.0.1) and (5.0.2) are obtained by requiring that the

initial value ψ and the initial velocity φ be the sequences ψ = δ0 and φ = 0. In the case 1 < β ≤ 2

(included the wave equation), a second fundamental solution uβ,2 is given by ψ = 0 and φ = δ0,

see [21, Remark 3.2]. A consequence of Theorems 5.4.1 and 5.1.5 is the following subordination

theorem for fundamental solutions which extends [21, Corollary 3.5].

Corollary 5.4.3. Let uβ,1 and uβ,2 be the fundamental solutions of problems (5.0.1) and (5.0.2)

and Ψα the Wright function defined by (2.4.4).

(i) Let 0 < β < 1. Then,

uβ,1(n, t) =

∫ ∞
0

Φβ(τ)u1,1(n, τtβ)dτ, n ∈ Z, t > 0.

(ii) Let 1 < β < 2. Then

uβ,1(n, t) =

∫ ∞
0

Φ β
2
(τ)u2,1(n, τt

β
2 )dτ,

uβ,2(n, t) =

∫ t

0

(t− u)
−β
2

Γ(1− β
2 )

∫ ∞
0

Φ β
2
(τ)u2,2(n, τu

β
2 )dτ du,

for n ∈ Z and t > 0.
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Remark 5.4.4. We recall that the Wright function Φ 1
3

can be expressed in terms of the Airy function,

Ai(z), i.e.,

Φ 1
3
(z) = 3

2
3Ai

(
z

3
1
3

)
, z ∈ C,

By Corollary 5.4.3(i), we conclude that

E 1
3 ,1

(t
1
3 b)(n) = 3

2
3

∫ ∞
0

Ai(
τ

3
1
3

)eτt
1
3 b(n)dτ, n ∈ Z, t > 0,

for b ∈ `1(Z).

The particular case of Theorem 5.4.1 with B = −(−A)α, where A is the infinitesimal generator

of an uniformly bounded C0-semigroup in B(`p(Z)) has received a special attention. In [36, Theorem

3.3] and [21, Theorem 3.1] the time/space fractional evolution equations (5.0.1) and (5.0.2) of order

0 < β ≤ 1 and 1 < β ≤ 2 respectively are solved where B = −(−∆d)
α and ∆d is the discrete

Laplacian operator. Both proofs rest about the explicit expressions of vector-valued Mittag-Leffler

functions Eβ,1(−tβKα
d ), Eβ,2(−tβKα

d ) and Eβ,β(−tβKα
d ). As a consequence of Section (5.3) we can

easily give a general version which extends both results.

Corollary 5.4.5. Let ϕ, φ ∈ `p(Z), and g : Z×R+ → C be such that, for each t ∈ R+, g(·, t) ∈ `p(Z)

and sup
s∈[0,t]

||g(·, s)||p < ∞ with 1 ≤ p ≤ ∞. Take a ∈ `1(Z) such that generates a uniformly

continuous semigroup in `1(Z), we write (−a)α the fractional powers given in Definition 5.3.1 and

B(f) := −(−a)α∗f for f ∈ `p(Z) and 0 < α < 1. Then the same representation of the fundamental

solutions given in Theorem 5.4.1 with b = −(−a)α holds.

5.5 Applications to special functions

In this section, we present some new formulae obtained as applications of the results proved in the

last sections. We give the expressions of generalized Mittag-Leffler functions for concrete fractional

powers. We also interpret some known formulas in terms of subordination Weierstrass formula.

Finally the application of subordination principle on Wright function of some concrete difference
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operators allow to obtain some new integral formulae for Bessel and Wright functions.

5.5.1 Generalized Mittag-Leffler functions for fractional powers

As we have seen in Theorem 5.4.1, combinations of vector-valued Mittag-Leffler functions in `1(Z)

give the solutions of fractional evolution equations (5.0.1) and (5.0.2) with b ∈ `1(Z). In the case

of fractional powers of elements in `1(Z), i.e., b = −(−a)α, we have proved Corollary 5.4.5. Taking

into account subsections 5.3.2, 5.3.3 and 5.3.4, we can give some particular representations of the

associated Mittag-Leffler functions.

Theorem 5.5.1. The generalized Mittag-Leffler functions Eγ,β for Kα
+,K

α
−,K

α
d and Kα

dd with

γ, β > 0 and 0 < α < 1 can be represented as follows

(i) Eγ,β(−tγKα
+)(n) =

∞∑
j=0

(−1)j
tγj

Γ(γj + β)
k−αj(−n)χ−N0

(n);

(ii) Eγ,β(−tγKα
−)(n) =

∞∑
j=0

(−1)j
tγj

Γ(γj + β)
k−αj(n)χN0

(n);

(iii) Eγ,β(−tγKα
d )(n) = (−1)n

∞∑
j=0

(−1)jtγj

Γ(γj + β)

Γ(2αj + 1)

Γ(αj + n+ 1)Γ(αj − n+ 1)
;

(iv) Eγ,β(−tγKα
dd)(n) = cos(

n

2
π)

∞∑
j=0

(−1)jtγj

Γ(γj + β)

Γ(2αj + 1)

Γ(αj + n
2 + 1)Γ(αj − n

2 + 1)
.

5.5.2 Weierstrass formula

The relation between cosine functions and semigroups generated by an element a ∈ `1(Z) is estab-

lished by the Weierstrass formula in (5.1.6). Now we apply this formula to concrete finite difference

operators.
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1. For a = δ−1 − δ0 or a = δ1 − δ0, we obtain that

1√
t

∫ ∞
0

e−
s2

4t

(s
2

)n+ 1
2

Jn− 1
2
(s)ds = tne−t, n ∈ N0, t > 0.

This formula is a special case of the general formula∫ ∞
0

e−p
2t2tν+1Jν(at)dt =

aν

(2p2)ν+1
e
− a2

4p2 , p ∈ R, a > 0,

for Re(ν) > −1, [66, Section 13.3, Formula (4)].

2. For a = δ−1 − 2δ0 + δ1 or a = δ−2 − 2δ0 + δ2, we have that

1√
πt

∫ ∞
0

e−
s2

4t J2n(2s)ds = e−2tIn(2t), n ∈ Z, t ∈ R.

As it is commented in [46, Remark 3], this formula is a particular case of the general equality∫ ∞
0

e−pt
2

Jν(at)dt =
1

2

√
π

p
e−

a2

8p I ν
2
(
a2

8p
), p > 0, a > 0,

for Re(ν) > −1, [66, Section 13.3, Formula (5)].

5.5.3 Subordination principle on Wright function

In this subsection, we apply Corollary 5.4.3 to finite difference operators. We obtain some known

formulae but others seem to be new, see (5.5.1), (5.5.2) and (5.5.3) below. They give some inter-

esting new connections between the Wright and Bessel functions.

Take a = δ−1 − δ0 or a = δ1 − δ0 in Corollary 5.4.3.

(i) For 0 < β < 1, t ∈ C and n ∈ N0, we have

E
(n)
β,1(t) =

∞∑
j=0

(j + n)!

j!

tj

Γ(β(j + n) + 1)
=

∫ ∞
0

Φβ(τ)eτtτndτ.

For n = 0, we obtain the formula i), remark 2.4.2; and t = 0, the formula (2.4.5). For β = 1
3 ,

we obtain the following integral formula for the Airy function

E
(n)
1
3 ,1

(t) =

∞∑
j=0

(j + n)!

j!

tj

Γ( j+n3 + 1)
=

∫ ∞
0

3
2
3Ai

(
τ

3
1
3

)
eτtτndτ,

for n ∈ N0, and t ∈ C. For t = 0, we get [63, Formula (3.83)].
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(ii) For 1 < β < 2, t ∈ C and n ∈ N0, we have

(2t)n−
1
2

∞∑
j=0

(−1)j(j + n)!

j!

t2j

Γ(β(j + n) + 1)
=

√
π

2

∫ ∞
0

Φ β
2
(τ)τn+ 1

2 Jn− 1
2
(τt) dτ. (5.5.1)

In the case n = 0 and n = 1, we obtain formulae (2.4.3).

Now take a = δ−1 − 2δ0 + δ1 or a = δ−2 − 2δ0 + δ2.

(i) For 0 < β < 1, t ∈ C and n ∈ N0, we have

∞∑
j=0

(−1)j
(

2(j + n)

j

)
tj+n

Γ(β(j + n) + 1)
=

∫ ∞
0

Φβ(τ)e−2τtIn(2τt)dτ. (5.5.2)

In particular, when β = 1
3 , we get the integral formula for Airy function,

∞∑
j=0

(−1)j
(

2(j + n)

j

)
tj+n

Γ( j+n3 + 1)
=

∫ ∞
0

3
2
3Ai

(
τ

3
1
3

)
e−2τtIn(2τt)dτ,

for t ∈ C and n ∈ N0.

(ii) For 1 < β < 2, t ∈ C and n ∈ N0, we have

∞∑
j=0

(−1)j
(

2(j + n)

j

)
t2(j+n)

Γ(β(j + n) + 1)
=

∫ ∞
0

Φ β
2
(τ)J2n(2τt)dτ. (5.5.3)
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