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Abstract

In this Thesis we investigate properties of certain commutative differential graded algebras natu-

rally associated to some submanifolds of a infinite Jet manifold which is determined by a finite

system of finite-order PDEs, particularly those inspired by the study of linear gauge complexes and

by one-forms associated to equations of pseudo-spherical type. More explicitly, we identify linear

gauge complexes as a particular type of certain twisted complexes and we will generate Sullivan

decomposable algebras using the hierarchies of equations of pseudo-spherical type. Finally, we

will relate this process with the APL functor and spatial realization functor, taking advantage of its

important properties which relate Sullivan algebras to topological spaces.

This work was funded by the Mecesup2 project PUC0711.
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Agradezco de manera especial y sincera al Profesor Dr. Enrique Reyes Garcı́a por aceptarme

para realizar esta tesis doctoral bajo su dirección. Su apoyo y confianza en mi trabajo, ha sido

un aporte invaluable, no solamente en el desarrollo de esta tesis, sino también en mi formación

como investigadora.

A los profesores del programa de doctorado en matemática, en especial al profesor Victor Guiñez
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Introduction

Dennis Sullivan in [25] defined a Sullivan Decomposable algebra as a free commutative differen-

tial graded algebra (cdga) generated by a graded vector space V = {V i}i≥0 of the form (ΛV, d),

where the differential satisfies the condition dV ⊆ ΛV ≥2 V . Sullivan also proved that this notion

can be described in terms of a Lie algebra and a sequence of twisted cohomology classes.

Subsequently he refines this notion and defines a Sullivan minimal algebra free commutative diffe-

rential graded algebra generated by a graded vector space V , which admits a well-ordered homo-

geneous basis {vα}α∈I compatible with the degree [that is, if β < α, then |vβ | ≤ |vα| in which |V∗|
denotes the degree of V∗] and such that the differential d satisfies d(vα) ∈ ΛV<α for each α ∈ I,

where ΛV<α denotes the subspace of V generated by {vβ}β<α.

Inspired by the construction of De Rham complex of differential forms on a manifold, Sullivan

introduces the so-called minimal model of a given topological space. For this purpose, first he

builds the cdga of polynomial differential forms APL(X) of a given topological space X. Then, for

any cdga A such that H0(A) = Q Sullivan builds its minimal model, this is, a quasi-isomorphism

ρ : (ΛV, d)→ A where (ΛV, d) is a Sullivan minimal algebra. The minimal model of X is, by defini-

tion the minimal model ofAPL(X). As show in [7], APL(X) encodes important (rational) homotopic

information of X

The purpose of this paper is to identify properties cdga’s generated by differential equations, par-

ticularly those related with the study of linear gauge complex (see [12] and [13]) and differential

equations of pseudo-spherical type (see [17], [19] and [20]). These two theories allow us to gene-

rate Sullivan decomposable algebras, minimal Sullivan algebras and minimal models. We interpret

these algebras as determining (via the functor APL) topological models for differential equations

The thesis is organised as follows:

Chapter 1.

This chapter is devoted to studying in detail some notation and results about graded algebras and

algebraic systems of coefficients in a cdga. These structure are needed to describe the main no-

tion of a Sullivan decomposable algebra and its relation to twisting matrix and twisting cohomology

in hom version.

Chapter 2.

We introduce the definition of a Sullivan minimal algebra, and we also consider one of the most

important concepts in rational homotopy theory, the notion of minimal model of a cdga. The ex-

istence of a minimal model is guaranteed by Sullivan’s Theorem [25]. We remark that in spite of
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its important a fully general proof of Sullivan’s theorem is hard to find in the literature. This is why

we have decided to present one in full detail. We give the definition of extensions of a dga, which

permits us to prove Sullivan’s theorem in full generality, we present a detailed proof following [25],

[8], [10], and [15]. We remark that spite of its importance a fully general proof of Sullivan’s theorem

is hard to find in the literature. This is why we have decided to present one in full detail. We finish

this chapter relating this demonstration (in the case that the homology of the cdga is of finite type

i.e., all homology space are of finite dimension) with the twisting matrices and twisted cohomology,

such a relation is possible since a Sullivan minimal algebra is a Sullivan decomposable algebra.

Chapter 3.

The third part of the thesis contains our next main result: We prove that the horizontal Gauge

cohomology studied for Marvan in [12] and [13] is the twisted cohomology with coefficients in g

a lie algebra. For this purpose, we study basic facts about Geometry of Infinite Jet manifold and

the Variational Bicomplex. Furthermore, since the linear Gauge complex use g-valued differential

forms as elements and considers submanifolds of a infinite Jet bundle determined by PDEs, we

introduce the concept of g-valued differential forms in the second section, and in the third section

we present some basic constructions about submanifolds of infinite Jet manifolds determined by a

finite system of finite-order PDEs, following the works of Anderson and Kamran in [2] and Reyes

in [21].

In the last section we give an example of Marvan [12] about the nonlinear Klein-Gordon equation
∂u

∂x∂y
= g(u), for which he finds an sl(2)-valued zero curvature representation, and we generate

a twisting matrix and we give a element that satisfies the Maurer-Cartan condition by the vertical

differential.

Chapter 4.

We apply our results to the construction of twisting matrices, and we generate Sullivan decompo-

sable algebras by certain forms determined by a manifold of pseudo-spherical type on a subman-

ifold of a infinite Jet bundle. We use the Burgers’ equation and Sine-Gordon equation (Examples

that appear in [18]) and we interpret our results as a way to generate Sullivan decomposable alge-

bras. We also introduce the notion of gauge transformation, we show that these transformations

can be used to obtain new twisting matrices, and also that the Sullivan decomposable algebra

generated are not necessarily isomorphic to the original.

Finally, we present a Sullivan decomposable algebra generated by a hierarchy of pseudo-spherical

type using twisting matrices, this allows us to generalize the construction of algebra generated

by a single equation. We close our work with a short section about the functors, APL and the

spatial realization of a cdga, and we relate its important properties with our study of Sullivan

descomposable algebras generated by manifolds of pseudo-spherical type.



Chapter 1

Preliminaries

In this chapter, we first include some notation and basic facts on graded algebras. This mate-

rial is required to introduce the notion of Sullivan decomposable algebras, also called by Sullivan

in the article [25] minimal algebras, which are determined by a Lie algebra and a sequence of

twisted cohomology classes. We also consider an algebraic system of coefficients in a commu-

tative differential graded algebra [9], and afterwards relate this notion to twisting matrices and

twisting cohomology in tensor and Hom version.

1.1 Graded module over a ring k

Definition 1.1.1. A (non-negatively) graded module over a ring k is a family of modules over k :

M = {M i}i≥0, indexed by non-negative integers. Elements belonging to M i are called homoge-

neous elements of degree i, and if x ∈ M i, we denote its degree as |x| = i. We say that M is

concentrated in degrees i ∈ I if M i = 0, i /∈ I; in this case, we write M = {M i}i∈I .

We will consider some typical constructions of graded linear algebra. We always assume that

M = {M i}i≥0 is a graded module.

1. The direct sum of two graded modules M , N over the same ring, is the graded module

M ⊕N with the grading: (M ⊕N)r = Mr ⊕Nr.

2. A graded submodule B ⊆ M is a graded module B = {Bi}i≥0, such that, for all i ≥ 0, Bi

is a submodule of M i.

3. Given a graded submodule B ⊆ M , the quotient module of M by B is the graded module

M/B = {M i/Bi}i≥0 with |x+Bi| = |x|.

4. The tensor product of two graded modules M , N over the same ring, is again a graded

module whose degree r component is given by:

(M ⊗N)r =
⊕
p+q=r

Mp ⊗Nq.

5. A linear map of degree i between graded modules f : M → P is a family of linear maps

f j : M j → N j+i. Also, each linear map f determines graded submodules:

Ker(f) ⊆M and Im(f) ⊂ N, where (Ker(f))j = Ker(f j) and (Im(f))j = Im(f j−i).

6. Hom(M,N) is the graded module whose elements of degree i are the linear maps from M

to N of degree i.

3



In particular, if M(i) is the graded module defined by

M(i)j =

M i, j = i

0, otherwise,

then, M(i) is concentrated in degree i. And M =
⊕

i≥0M(i); it is usual to write M =
⊕

i≥0M
i.

It is important to note there is no addition defined for M i and M j if i 6= j; when M is seen as the

direct sum M =
⊕

i≥0M
i the addition x+ y is always defined as a formal sum.

If k is a field and M is a graded module over k, we say that M is a graded vector space; M is

said to be of finite type if each M i is finite dimensional. A graded vector space is finite dimen-

sional if each M i is finite dimensional and M is concentrated in finitely many degrees. In this

case dimM =
∑
i dimM

i.

Definition 1.1.2. A differential on a graded module M is a linear map dM : M →M of degree

1, for which dn+1
M ◦ dnM = 0 for any n ≥ 0. We call (M,dM), or simply M abusing of language, a

differential graded module (dgm for short).

A dgm is also known as a cochain complex. Any differential graded module (M,dM) has an

associated graded module H(M,dM) defined by:

Hn(M,dM) = Ker(dnM)/Im(dn−1
M ), for each n ≥ 1 and H0(M,dM) = Ker(d0

M).

The elements ofKer(dnM) are called n-cocycles and the elements of Im(dnM) are called n-coboun-

daries. The graded module H(M,dN) is called the cohomology of M .

Note that Hom(M,N) has two structures of dgm:

(Hom(M,N), dHom), where dHom(f) = dN ◦ f,

(Hom(M,N), dHom), where dHom(f) = dN ◦ f − (−1)|f |f ◦ dM .

 (1.1.1)

We will see in Example (1.3.2) that dHom has an useful property which dHom does not always satisfy.

1.2 Commutative differential graded algebras

Definition 1.2.1. A graded algebra A is a graded module equipped with a linear map A⊗A→ A

of degree zero, called multiplication and defined by x ⊗ y 7→ xy, together with an identity element

1 ∈ A0, such that for all x, y, z ∈ A:

(xy)z = x(yz) and 1x = x1 = x.

A graded algebra A is commutative (in the graded sense) if yx = (−1)|x||y|xy for all x, y ∈ A. A

left ideal I of A is a graded submodule, such that if x ∈ A and y ∈ I, then xy ∈ I; a right ideal is

defined analogously, and we refer to a two sided ideal as an ideal .

4



Examples 1.2.1.

1. Given A and B graded algebras, the tensor product A⊗B admits a graded algebra structure.

We define the multiplication as

(a⊗ b)(a′ ⊗ b′) = (−1)|b||a
′|aa′ ⊗ bb′, for a, b ∈ A and a′, b′ ∈ B. (1.2.1)

Also, we can define other multiplications as:

(a⊗ b)(a′ ⊗ b′) = aa′ ⊗ bb′ or (a⊗ b)(a′ ⊗ b′) = a′a⊗ b′b.

The sign convention in (1.2.1) ensures that the tensor product of two commutative graded

algebras is also commutative.

2. The ring k can be regarded as a graded algebra concentrated in degree 0, in the following

way: k = {kn}n≥0 such that:

kn =

k, if n = 0

0, if n 6= 0

3. Let V be a graded vector space; the tensor algebra of V is defined by

T (V ) =
⊕
r≥0

T r(V ), where T 0(V ) = k, and T r(V ) = V ⊗ · · · ⊗ V︸ ︷︷ ︸
r−times

for r ≥ 1.

The multiplication is given as follows: if x ∈ T r(V ) and y ∈ T l(V ), then xy = x⊗y ∈ T r+l(V );

the identity is 1 ∈ T 0(V ), and the degree of a generic element v1 ⊗ · · · ⊗ vr ∈ T r(V ) of word

length r is defined to be
r∑
i=1

|vi|. If (T r(V ))n denotes all elements of degree n in T r(V ), then

the degree n component of T (V ) is (T (V ))n =
⊕

r≥0(T r(V ))n.

4. The elements x ⊗ y − (−1)|x||y|y ⊗ x, with x and y homogeneous elements of V , generate

an ideal I in T (V ). Thus, the quotient ΛV = T (V )/I inherits a structure of graded algebra,

which is commutative by construction; it is called the free commutative graded algebra on

V . We denote its multiplication by x ∧ y for x, y ∈ ΛV . In particular v ∧ v = 0 if |v| is odd: in

fact from the commutativity of ΛV , v∧ v = (−1)|v||v|v∧ v, hence 2v∧ v = 0 (here we consider

k a field of characteristic different from 2).

We may write ΛV =
⊕

r≥0(ΛrV ) in which ΛrV = π(T r(V )) with π : T (V ) → ΛV the cano-

nical projection. Note that ΛrV stands for all elements of word length r. It will cause no

confusion with the notation (ΛV )r, which stands for all elements in ΛV of degree r. Let us

denote ΛV by Λ(v1, v2, . . .) if {v1, v2, . . .} is basis of V .

5. Let V be a graded vector space concentrated in degree 1 (or in an odd degree). Then, we

can construct ΛV = T (V )/I, the free commutative graded algebra on V as above. We note

that I is the ideal in T (V ) generated by the set of elements of the form v ⊗ v for v ∈ V . In

fact, by construction I is generated by elements of the form x ⊗ y − (−1)|x||y|y ⊗ x with x, y

homogeneous elements in V (since V is concentrated in degree 1, it suffices to consider the

elements of degree 1); in particular for x = y with |x| = 1, we obtain x ⊗ x ∈ I; now if we

5



consider the ideal generated by elements of the form v ⊗ v for v ∈ V , then if x, y ∈ V with

|x| = |y| = 1, we have (x+ y)⊗ (x+ y) ∈ I, and therefore

(x+ y)⊗ (x+ y)− x⊗ x+ y ⊗ y = x⊗ y + y ⊗ x ∈ I.

So when V is a (not graded) vector space then we can consider it as being concentrated

in degree 1. The corresponding ΛV is known as the exterior graded algebra of V , and

the multiplication ∧ is called the wedge or exterior product. If we consider the subspace

Ir(V ) = I ∩ T r(V ) then ΛrV ∼= T r(V )/Ir(V ).

We also observe, after [26], that the Universal property of ΛV establishes a natural isomor-

phism (ΛrV )∗ ∼= Ar(V ) where Ar(V ) is the vector space of all alternating r-multilinear maps,

that is, the space of r-multilinear maps

h : V × V × · · · × V︸ ︷︷ ︸
r−copies

→ R

such that for all σ in the permutation group Sr: h(vσ(1), . . . , vσ(r)) = (sgnσ)h(v1, . . . , vr), in

which sgnσ is the sign of σ.

On the other hand using a pairing we can establish an isomorphism between Λr(V ∗) and

Λr(V )∗, and so we have an isomorphism Λr(V ∗) ∼= Ar(V ).

Definition 1.2.2. A morphism of graded algebras ϕ : A→ B is a linear map of degree zero such

that ϕ(xy) = ϕ(x)ϕ(y) for all x, y ∈ A and ϕ(1) = 1.

Definition 1.2.3. A derivation of degree i in a graded algebra A is a linear map d : A → A of

degree i such that:

d(xy) = d(x)y + (−1)i|x|x d(y), for all x, y ∈ A

The last equality when i = 1 is called the graded Leibnitz rule.

Any linear map f : V → A from a graded vector space V to a graded algebra A extends to a unique

morphism f̂ of graded algebras:

f̂ : T (V ) → A

x⊗ y 7→ f(x)f(y)

and, any linear map g : V → T (V ) of degree i, extends to a unique derivation ǧ of degree i in T (V )

by:

ǧ : T (V ) → T (V )

x⊗ y → g(x)⊗ y + (−1)i|x|x⊗ g(y).

(1.2.2)

Furthermore, let us assume that A is a commutative graded algebra and V a graded vector space:

Any linear map f : V → A of degree 0 extends to a unique morphism f̂ of commutative graded

6



algebras, f̂ : ΛV → A, and any linear map g : V → ΛV of degree i extends to a unique derivation

of degree i in ΛV .

Definition 1.2.4. A differential graded algebra (dga for short) is a graded algebra A equipped

with a differential dA : A → A (where A is considered a graded module) which is also a derivation

of degree 1, this is dA satisfies the graded Leibnitz rule:

dA(xy) = dA(x) y + (−1)|x|x dA(y), for all x, y ∈ A (1.2.3)

and moreover dA ◦ dA = 0.

We often denote a cdga A by the pair (A, dA). If A is commutative, we call it a commutative

differential graded algebra (cdga for short)

A morphism of (c)dga’s ϕ : (A, dA)→ (B, dB) is a graded algebra morphism such that fdB = dAf .

Let A be a (c)dga; a graded submodule which is closed under the maps multiplication and differen-

tial is called a subalgebra of A. So Ker(dA) is a subalgebra of A and Im(dA) is an ideal of

this subalgebra, hence H(A, dA) = Ker(dA)/Im(dA) is also a graded algebra with multiplication

[a][a′] = [aa′] for a, a′ ∈ Ker(dA). We will say that a is a cocycle if a ∈ Ker(dA). A morphism f of

(c)dga’s induces a homomorphism in cohomology:

H(f) : H(A, dA) → H(B, dB)

[x] 7→ [f(x)]

Definition 1.2.5. A morphism f : (A, dA)→ (B, dB) between (c)dga’s is called quasi-isomorphism

if the induced homomorphism in cohomology H(f) is an isomorphism.

Examples 1.2.2.

1. Let (A, dA) be a dga, then k ⊂ H0(A, dA). Indeed, by the graded Leibnitz rule, for the identity

element 1 ∈ A0 we have that d(1) = d(1.1) = d(1) + d(1), therefore d(1) = 0 (here we

consider k a field of characteristic different from 2 ).

2. Given two (c)dga’s (A, dA) and (B, dB), then A⊗B is also a (c)dga with differential

d(a⊗ b) = dA(a)⊗ b+ (−1)|a|a⊗ dB(b)

and multiplication given in (1.2.1).

3. The ring k is a cdga with differential the null map.

4. LetX be a smooth manifold; the space of differential forms, denoted by Ω(X) = {Ωi(X)}i≥0,

where Ωi(X) denote the real vector space of all smooth i-forms on X, with the exterior

product ∧ and exterior differential d (see [26]) is a cdga. The cohomology of this cdga is

called the deRham cohomology, the i-th deRham cohomology group of X is denoted by

Hi
DR(X) = Ker(di)/Im(di−1).

7



5. A differential on T (V ) is completely characterized by its values on V and the graded Leibnitz

rule, since the restriction of d to V is a linear map of degree 1 and so it extends to a derivation

in T (V ), as explained in the expression (1.2.2)

6. As in the previous example, a differential on ΛV is completely characterized by its values on

V and the graded Leibnitz rule. We call the cdga (ΛV, d) the free commutative differential

graded algebra (free cdga) on V , with differential d.

Below, we present two properties of the differential in (ΛV, d):

I If w ∈ (ΛrV )n (recall that ΛrV stands for all elements in ΛV of word length r and (ΛV )n

stands for all elements in ΛV of degree n), then d(w) ∈ (Λ≥rV )n+1.

We observe that, (Λ0V )0 = k and (Λ0V )n = {0} if n ≥ 1. So, for w ∈ (Λ0V )n,

then d(w) ∈ (ΛV )n+1 = (Λ≥0V )n+1 and for w ∈ (Λ1V )n, then d(w) ∈ (ΛV )n+1, as

(Λ0V )n+1 = {0}, we have d(w) ∈ (Λ≥1V )n+1. Now, if w = x∧ y, where x ∈ (Λ1V )p and

y ∈ (Λ1V )q (this is x, y are homogeneous elements of V ) then, we obtain of the above

that d(w) ∈ (Λ≥2V )p+q+1, in fact d(w) = d(x) ∧ y + (−1)|x|x ∧ d(y).

By induction on the length of the word, and equality (1.2.3) and the linearity of d, this

property is obtained.

So, we have that if w ∈ (ΛrV )n, then d(w) = (d(w))r + (d(w))r+1 + · · · + (d(w))m, for

some m ∈ N where (d(w))i ∈ (ΛiV )n+1, for r ≤ i ≤ m.

II The differential d can always be written as a sum d = d0 +d1 +d2 + · · ·+dp for some p ∈ N,

where di is a derivation of degree 1.

To prove this property, we consider w ∈ (ΛV )r, according to the length of words that

form w, then w = w0 + w1 + · · ·+ wj for some j ∈ N, where wi ∈ (ΛiV )r for 0 ≤ i ≤ j.

Hence, d(w) = d(w0) + d(w1) + · · ·+ d(wj) and by the first property we have:

d(w) = d(w0)0 + d(w0)1 + · · ·+ d(w0)p0+

d(w1)1 + d(w1)2 + · · ·+ d(w1)p1
+ · · ·+

d(wj)j + d(w1)j + 1 + · · ·+ d(wj)pj

Let p = max{p0, . . . , pj}. We define d(wi)pi+n = 0, for pi < pi + n ≤ p and according to

the columns of the previous sum, we denote:

d0(w) = d(w0)0 + d(w1)1 + · · ·+ d(wj)j ,

d1(w) = d(w0)1 + d(w1)2 + · · ·+ d(wj)j+1,

...

dp(w) = d(w0)p + d(w1)p + · · ·+ d(wj)j+p

Then, d(w) = d0(w) + d1(w) + · · · + dp(w). In particular for w = wt, this is, w is formed

by a element of length t, then di(w) = d(w)i+t.
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Furthermore, we can define the following linear maps:

di : ΛV → ΛV

w → di(w)

so, di increases the of length word by exactly i, this is, di(ΛrV ) ⊆ Λr+iV .

Also, di is a derivation of degree 1, since, for x, y homogeneous elements of V we have:

di(x ∧ y) = (d(x ∧ y))i+2

= (d(x) ∧ y)i+2 + (−1)|x|(x ∧ d(y))i+2

= (d(x))i+1 ∧ y + (−1)|x|x ∧ (dy)i+1

= di(x) ∧ y + (−1)|x|x ∧ di(y).

Now, if (A, d) be a free cdga, then we call d0 the linear part of the differential and d1 the

quadratic part of the differential.

7. Let (A, dA) be a dga; the opposite differential graded algebra (Aopp, d) is the dga defined

by Aopp = A, d = dA and multiplication given by a •opp b = (−1)|b||a|ba, for homogeneous

elements a, b ∈ A. So, d(a •opp b) = d(a) •opp b + (−1)|a|a •opp d(b) and if A is commutative,

then (Aopp, dA) = (A, dA) as cdga’s.

1.3 Modules over a differential graded algebra

Definition 1.3.1. Let A be a graded algebra. A (left)A-module is a graded module M over k

together with a linear map of degree zero A ⊗M → M , x ⊗m 7→ xm, such that x(ym) = (xy)m

and 1m = m, for all x, y ∈ A and m ∈M .

We can define a (right)A-module in an analogous manner. We say that M is an A-module if M

is a (left)A-module and a (right)A-module such that mx = (−1)|x||m|xm, for all x ∈ A and m ∈M .

Also, An A-module M satisfies the following equalities, for all x, a ∈ A and m ∈M :

x(ma) = (−1)|a||m|(xa)m = (−1)|a||m|(−1)|xa||m|m(xa) = (−1)|x||m|(mx)a = (xm)a.

Now, each (left)A-module M can be seen as a (right)Aopp-module, with linear map

M ⊗Aopp →M, m⊗ x 7→ mx = (−1)|x||m|xm.

Moreover, from Example (1.2.2-7) we see that if A is a commutative graded algebra, the (left)A-

module M is also a (right)A-module; in this case M is an A-module.

Examples 1.3.1.

1. Let A be a commutative graded algebra. An A-linear map f : M → N of degree i between

(left)A-modules M and N , is a linear map of degree i of graded modules such that

f(am) = (−1)|a||f |af(m), for all a ∈ A and m ∈M.
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These maps form a graded submoduleHomA(M,N) ⊆ Hom(M,N). MoreoverHomA(M,N)

is an A-module with operation given by the linear map:

A⊗HomA(M,N) → HomA(M,N)

a⊗ f 7→ af : M → N

m 7→ af(m).

2. Let M be a (right)A-module and let N be a (left)A-module; then we define the module

M ⊗A N = (M ⊗ N)/I, where I is the submodule of M ⊗ N spanned by elements of

the form ma⊗ n−m⊗ an with a ∈ A. So M ⊗A N admits a structure of (left)A-module with

operation given by the linear map x(m ⊗A n) = (−1)|m||x|mx ⊗A n = (−1)|m||x|m ⊗A xn for

x ∈ A and m ⊗A n ∈ M ⊗A N . If A is commutative we can define x(m ⊗A n) = xm ⊗A n,

since xm = (−1)|m||x|mx.

Definition 1.3.2. Let (A, dA) be a dga. A (left)A-differential graded module ((left)A-dgm for

short), is a (left)A-module M together with a differential dM in M satisfying:

dM(am) = dA(a)m+ (−1)|a|a dM(m), for a ∈ A and m ∈M. (1.3.1)

Moreover, if M is an A-module, we call M an A-differential graded module (A-dgm for short).

Note that if M is a dga, then M is itself a (left)M -dgm and (1.3.1) is equivalent to the property of

the differential (1.2.3).

If (A, dA) is a cdga, we have:

dM(ma) = (−1)|a||m|(dA(a)m+ (−1)|a|a dM(m))

= (−1)|a||m|
(
(−1)(|a|+1)|m|mdA(a) + (−1)|a|+|a|(|m|+1)dM(m)a

)
= dM(m) a+ (−1)|m|mdA(a).

A morphism of A-dgm’s, f : (M,dM ) → (N, dN) is an A-linear map of degree 0, such that

dMf = fdN .

Examples 1.3.2.

1. Let us recall that we pointed out in (1.1.1) that Hom(M,N) has two differentials, dHom and

dHom. We remark that the map dHom is a differential forHomA(M,N) but dHom is not, because

dN ◦ f does not necessarily belong to HomA(M,N). Indeed,

dN ◦ f(am) = dN((−1)|a||f |af(m)) = (−1)|a||f |dA(a) (f(m)) + (−1)|a|(|f |+1)a dN(f(m)),

while, (−1)|a||dN◦f |a (dN ◦ f(m)) = (−1)|a|(|f |+1)a dN(f(m)).

2. Let A be a cdga and let V be a graded vector space over a field k. Then A⊗V is an A-dgm.

It is enough to define the linear map x(a⊗v) = xa⊗v and the differential d(a⊗v) = dA(a)⊗v
for x ∈ A and a⊗ v ∈ A⊗ V .
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3. Let A be a cdga and let V be a graded vector space over a field k concentrated in degree

zero. We observe that End(V ) = Hom(V, V ) is a graded algebra concentrated in degree

zero with multiplication given by composition of maps. Then A⊗End(V ) is a graded algebra

with component of degree n given by

(A⊗ End(V ))n = An ⊗ (End(V ))0 = An ⊗ End(V )

and with multiplication defined by:

(a⊗ f) ◦ (b⊗ g) = ab⊗ g ◦ f.

We can define a trivial differential on End(V ), that is, dEnd(V )(f) = 0, for all f ∈ End(V ); it

follows that A⊗End(V ) has differential d(a⊗ f) = dA(a)⊗ f . Thus, A⊗End(V ) is a A-dgm

with operation given by the linear map

x(a⊗ f) = xa⊗ f.

1.4 Algebraic Systems of Coefficients

1.4.1 Tensor version of the cohomology of a module with values in an algebraic system of

coefficients

Definition 1.4.1. An algebraic system of coefficients in a cdga over a field k A = {Ai}i≥0 is a

pair (Θ, V ) consisting of a k-vector space V (a graded vector space concentrated in degree zero)

and an element Θ, of degree 1, in the A-dgm A⊗ End(V ) such that:

dΘ−Θ ◦Θ = 0. (1.4.1)

The dimension of the system is the dimension of the vector space V .

Note that the element Θ ∈ A1 ⊗ (End(V )) can be expressed as:

Θ =
∑
α∈Λ

aα ⊗ fα (1.4.2)

where |aα| = 1, fα is a linear function of V into V and Λ is a finitely indexed set.

Thus, recalling Example (1.3.2-3) we have Θ ◦ Θ ∈ A1 ⊗ (End(V )) and dΘ ∈ A1 ⊗ (End(V )), we

have:

Θ ◦Θ = (
∑
α∈Λ

aα ⊗ fα) ◦ (
∑
β∈Λ

aβ ⊗ fβ) =
∑
α∈Λ

∑
β∈Λ

aαaβ ⊗ fβ ◦ fα,

dΘ =
∑
α∈Λ

dA(aα)⊗ fα.

Hence, if we write Θ as in the expression (1.4.2), a system (Θ, V ) can be seen as a linear map of

V into A1 ⊗ V ,

Θ : V → A1 ⊗ V
v 7→

∑
α∈Λ

aα ⊗ fα(v),
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and we can also consider Θ ◦Θ and dΘ as the linear maps:

Θ ◦Θ : V → A2 ⊗ V
v 7→

∑
α∈Λ

∑
β∈Λ

aαaβ ⊗ fβ ◦ fα(v),

dΘ : V → A2 ⊗ V
v 7→

∑
α∈Λ

dA(aα)⊗ fα(v).

Now, let (Θ, V ) be a system of coefficients on A and let (Y, dY ) be a A-dgm; then the module Y ⊗V
inherits a structure of A-dgm with operation and differential given by the following linear maps,

a(y ⊗ v) = ay ⊗ v,

dΘ(y ⊗ v) = dY (y)⊗ v + (−1)|y|Ψy ◦Θ(v),

 (1.4.3)

where for a given element y ∈ Y , Ψy is the linear map of degree |y| between graded modules

defined by:

Ψy : A⊗ V → Y ⊗ V
a⊗ v 7→ ya⊗ v.

Moreover Ψy is an A-linear map of degree |y|, and satisfies:

Ψy+x = Ψy + Ψx; for x, y ∈ Y,

Ψλy = λΨy; for λ ∈ k and y ∈ Y,

Ψby = bΨy; for b ∈ A.

We write Ψy(a⊗ v) = y(a⊗ v) and we prove that dΘ is a differential. In fact:

dΘ ◦ dΘ(y ⊗ v) = dΘ(dY (y)⊗ v + (−1)|y|Ψy ◦Θ(v))

= dY (dY (y))⊗ v + (−1)|dY (y)|ΨdY (y) ◦Θ(v) + (−1)|y|(dΘ(Ψy ◦Θ(v)))

= (−1)|y|+1dY (y)
(∑
α∈Λ

aα ⊗ fα(v)
)

+ (−1)|y|dΘ

(
y
∑
α∈Λ

aα ⊗ fα(v)
)

= (−1)|y|+1
(∑
α∈Λ

dY (y)aα ⊗ fα(v)
)

+ (−1)|y|
(∑
α∈Λ

(
dY (yaα)⊗ fα(v)+

(−1)|y|+1Ψyaα ◦Θ(fα(v)
))

= (−1)|y|+1
(∑
α∈Λ

dY (y)aα ⊗ fα(v)
)

+ (−1)|y|
(∑
α∈Λ

(
dY (y)aα ⊗ fα(v)+

(−1)|y|ydA(aα)⊗ fα(v) + (−1)|y|+1yaαΘ(fα(v))
))

=
∑
α∈Λ

ydA(aα)⊗ fα(v)−
∑
α∈Λ

yaαΘ(fα(v))

= y(dΘ(v)−Θ ◦Θ(v)) (1.4.4)
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The last equality holds because:∑
α∈Λ

aαΘ(fα(v)) =
∑
α∈Λ

aα

(∑
β∈Λ

aβ ⊗ fβ(fα(v))

)

=
∑
α∈Λ

(
∑
β∈Λ

aαaβ ⊗ fβ(fα(v)))

= Θ ◦Θ(v). (1.4.5)

Thus, the equation dΘ ◦ dΘ = 0 reduces to equation (1.4.1) above. Moreover dΘ does satisfy the

equality (1.3.1):

dΘ(a(y ⊗ v)) = dΘ(ay ⊗ v)

= dY (ay)⊗ v + (−1)|ay|Ψay ◦Θ(v)

=
(
dA(a)y + (−1)|a|a (dY (y)

)
⊗ v + (−1)|a|+|y|Ψay ◦Θ(v)

= dA(a)(y ⊗ v) + (−1)|a|a dY (y)⊗ v + (−1)|y|aΨy ◦Θ(v)

= dA(a)(y ⊗ v) + (−1)|a|a dΘ(y ⊗ v).

The cohomology of the A-dgm (Y ⊗ V, dΘ) is called the cohomology of (Y, d) with values in the

system (Θ, V ) (tensor version).

1.4.2 Hom version of the cohomology of a module with values in an algebraic system of

coefficients

Instead of the differential module (Y ⊗ V, dΘ), we now consider the module Hom(V, Y ). It also

inherits a structure of A-dgm:
(ag)(v) = ag(v),

dΘ(g) = dY ◦ g − Φg ◦Θ,

 (1.4.6)

where Φg is the linear map of degree |g| on A⊗ V given by:

Φg : A⊗ V → Y

a⊗ v 7→ ag(v).

This map satisfies the following properties:

Φg+h = Φg + Ψh; for g, h ∈ Hom(V, Y ),

Φλg = λΦg; for λ ∈ k and g ∈ Hom(V, Y ),

Φag(x⊗ v) = (−1)|x||a|aΦg(x⊗ v); for a ∈ A and x⊗ v ∈ A⊗ V.
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Furthermore:

dΘ ◦ dΘ(g)(v) = (dΘ(dY ◦ g − Φg ◦Θ))(v)

= dY ◦ dY ◦ g − ΦdY ◦g ◦Θ(v)− dY ◦ Φg ◦Θ(v) + ΦΦg◦Θ ◦Θ(v)

= −ΦdY ◦g
(∑
α∈Λ

aα ⊗ fα(v)
)
−dY ◦ Φg

(∑
α∈Λ

aα ⊗ fα(v)
)
+ΦΦg◦Θ

(∑
α∈Λ

aα ⊗ fα(v)
)

=
∑
α∈Λ

(
−aαdY ◦ g(fα(v))− dY

(
aαg(fα(v))

))
+
(∑
α∈Λ

aα ⊗ Φg ◦Θ(fα(v))
)

=
∑
α∈Λ

(−aαdY ◦ g(fα(v))−
∑
α∈Λ

[
dA(aα)g(fα(v)) + (−1)|aα|aαdY ◦ g(fα(v))

]
+

∑
α∈Λ

aαΦg
(∑
β∈Λ

aβ ⊗ fβ(fα(v))
)

= −
∑
α∈Λ

(dA(aα)Φg(1⊗ fα(v)) +
∑
α∈Λ

∑
β∈Λ

aαaβΦg(1⊗ fβ ◦ fα(v))

= Φg(−
∑
α∈Λ

(dA(aα)fα(v) +
∑
α∈Λ

∑
β∈Λ

aαaβ(fβ ◦ fα(v)))

= Φg(−dΘ(v) + Θ ◦Θ(v))

= 0.

Thus, the equation dΘ ◦ dΘ = 0 reduces to equation (1.4.1) above. Moreover, we can check that
(1.3.1) also holds:

dΘ(ag)(v) = (dY ◦ ag − Φag ◦Θ)(v)

= dY (ag(v))− Φag
(∑
α∈Λ

aα ⊗ fα(v)
)

= dA(a)g(v) + (−1)|a|a dY (g(v))−
∑
α∈Λ

(−1)|aα||a|aΦg(aα ⊗ fα(v))

= dA(a)g(v) + (−1)|a|a (dY (g(v))− Φg ◦Θ(v))

= (dA(a)g + (−1)|a|a dΘg)(v),

The cohomology of the A-dgm (Hom(V, Y ), dΘ) is called the cohomology of (Y, dY ) with values

in the system (Θ, V ) (Hom version).

Remark 1.4.1. The graded module A⊗ End(V ) also has a multiplication defined by:

(a⊗ f)(b⊗ g) = ab⊗ f ◦ g.

If we consider this multiplication, for Θ as in (1.4.2) we have

Θ ◦Θ = (
∑
β∈Λ

aβ ⊗ fβ) ◦ (
∑
α∈Λ

aα ⊗ fα) =
∑
β∈Λ

∑
α∈Λ

aβaα ⊗ fβ ◦ fα.
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We can define an action and a map dΘ as in (1.4.3), but then the equality (1.4.4) becomes

dΘ ◦ dΘ(y ⊗ v) = y(dΘ + Θ ◦Θ)(v),

because the equality (1.4.5) is
∑
α∈Λ

aαΘ(fα(v)) = −Θ◦Θ. So, we could change the Definition (1.4.1)

replacing the equality (1.4.1) by dΘ + Θ ◦Θ = 0, and we would obtain analogous cohomologies of

(Y ⊗ V, dΘ) and (Hom(V, Y ), dΘ).

1.4.3 Twisting matrix and twisting cohomology

Now we consider the element Θ appearing in the Definition (1.4.1) as a linear transformation

Θ: V → A1 ⊗ V such that Θ(vk) =
∑
i∈I

θki ⊗ vi, where dim(V ) <∞ with {vi}i∈I a basis for V and

θki ∈ A1. In fact: if dim(V ) = n < ∞ and if {v1, v2, ..., vn} is a basis for V , then fα(vk) =
n∑
i=1

λαkivi,

where λαki ∈ k, and hence

Θ : V → A1 ⊗ V

vk 7→
n∑
i=1

∑
α∈Λ

aαλ
α
ki ⊗ vi

for aα ∈ A1 as in the expression (1.4.2). We denote by θki =
∑
α∈Λ

aαλ
α
ki, so Θ(vk) =

n∑
i=1

θki ⊗ vi.

Now, using the equality (1.4.5):

Θ ◦Θ(vk) =
∑
α∈Λ

∑
β∈Λ

aαaβ ⊗ fβ(fα(vk)) =
∑
α∈Λ

∑
β∈Λ

aαaβ ⊗ fβ(
n∑
i=1

λαkivi)

=
∑
α∈Λ

∑
β∈Λ

aαaβ ⊗
n∑
i=1

λαkifβ(vi) =
∑
α∈Λ

∑
β∈Λ

aαaβ ⊗
n∑
i=1

n∑
j=1

λαkiλ
β
ijvj

=
n∑
i=1

n∑
j=1

∑
α∈Λ

∑
β∈Λ

aαaβλ
α
kiλ

β
ij ⊗ vj =

n∑
i=1

n∑
j=1

∑
α∈Λ

aαλ
α
ki

∑
β∈Λ

aβλ
β
ij ⊗ vj

=
n∑
i=1

n∑
j=1

θkiθij ⊗ vj,

and

dΘ(k) =
∑
α∈Λ

dA(aα)⊗ fα(vk) =
∑
α∈Λ

dA(aα)⊗
n∑
i=1

λαkivi =
n∑
i=1

dA(
∑
α∈Λ

λαki)⊗ vi =
n∑
i=1

dA(θki)⊗ vi.

We can certainly define by any linear transformation Θ: V → A1 ⊗ V the following maps:

Θ ◦Θ : V → A2 ⊗ V
vk 7→

∑
i∈I

∑
j∈I

θkiθij ⊗ vj

=
∑
i∈I

θkiΘ(vi)

dΘ : V → A2 ⊗ V
vk 7→

∑
i∈I

dA(θki)⊗ vi.
(1.4.7)

This motivates the following definition:
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Definition 1.4.2. Let A be a cdga and V a vector space of finite dimension. A linear transformation

Θ: V → A1 ⊗ V is called a twisting matrix if dΘ−Θ ◦Θ = 0.

The following theorem states that if V is a vector space of finite dimension, an algebraic system of

coefficient determines a twisting matrix and the converse is also true.

Theorem 1.4.1. Let A be a cdga and V a graded vector space concentrated in degree zero with

dim(V ) < ∞. Then (Θ, V ) is an algebraic system of coefficients in A if and only if Θ is a twisting

matrix.

Proof. We observed at the beginning of this subsection that Θ holds the maps in (1.4.7) and

therefore dΘ−Θ ◦Θ = 0. Thus, an algebraic system of coefficients determines a twisting matrix.

On the other hand, let Θ: V → A1 ⊗ V a linear map such that Θ(vk) =
n∑
i=1

θki ⊗ vi, and assume

that this map satisfies (1.4.7). We want to express Θ as in the expression (1.4.2), such that

Θ(vk) =
∑
α∈Λ

aα ⊗ fα(vk). Thus, we can consider Λ = I × I, and for l ∈ I, i ∈ I we define ali = θli

and the linear map given by

fli(vk) =

vi, if k = l,

0, if k 6= l.

Therefore Θ =
∑

α∈I×I
aα ⊗ fα and Θ(vk) =

n∑
i=1

aki ⊗ fki(vk) =
n∑
i=1

θki ⊗ vi. Thus, a twisting matrix Θ

determines an algebraic system of coefficients in A, (Θ, V ).

As in the previous section, if (Y, dY ) is an A-dgm, then the module Y ⊗ V inherits a structure of

A-module via the linear map of degree 0 appearing in (1.4.3). Moreover, Y ⊗ V is a A-dgm with

dΘ as in (1.4.3) by the following result:

Theorem 1.4.2. dΘ is a differential on Y ⊗ V if only if Θ is a twisting matrix.

Proof. We note that:

dΘ ◦ dΘ(y ⊗ vk) = dΘ(dY (y)⊗ vk + (−1)|y|Ψy(Θ(vk)))

= (−1)|dY (y)|ΨdY (y)(Θ(vk)) + (−1)|y|dΘ

(∑
i∈I

yθki ⊗ vi
)

= (−1)|y+1|
∑
i∈I

dY (y)θki ⊗ vi + (−1)|y|
(∑
i∈I

dY (yθki)⊗ vi + (−1)|yθki|Ψyθki(Θ(vi))
)

= y
(∑
i∈I

dA(θki)⊗ vi −
∑
i∈I

∑
j∈I

θkiθij ⊗ vj
)

= y(dΘ(vk)−Θ ◦Θ(vk)).
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Now, if dΘ ◦ dΘ = 0 then y(dΘ − Θ ◦ Θ) = 0 for all y ∈ Y ; in particular if y = 1 ∈ Y 0, then

dΘ−Θ ◦Θ = 0 and Θ is twisting matrix. On the other hand, if Θ is twisting matrix then dΘ ◦ dΘ = 0.

Moreover dΘ satisfies the condition dΘ(a(y ⊗ v)) = dA(a) (y ⊗ v) + (−1)|a|a dΘ(y ⊗ v) as before.

The cohomology of the A-dgm (Y ⊗ V, dΘ) is called the twisted cohomology of Y with coeffi-

cients in V (tensor version); we denote it by H⊗,Θ(Y ;V ).

If (Y, dY ) is an A-dgm and we consider the module Hom(V, Y ) = {g : V → Y i : g is a linear map }
(since V is concentrated in degree zero), via the linear map of degree 0 in (1.4.6), then Hom(V, Y )

has a structure of A-dgm with dΘ as in (1.4.6), by the following result, analogous to theorem (1.4.2):

Theorem 1.4.3. dΘ is a differential on Hom(V, Y ) if only if Θ is a twisting matrix.

Proof. Observe that:

dΘ ◦ dΘ(g)(vk) = dΘ(dY ◦ g − Φy ◦Θ)(vk)

= −ΦdY ◦g ◦Θ(vk)− dY ◦ Φg(Θ(vk)) + ΦΦg◦Θ(Θ(vk))

= −
∑
i∈I

θki(dY ◦ g)(vi)− dY
(∑
i∈I

θkig(vi)
)

+
∑
i∈I

θki(Φg ◦Θ)(vi)

= −
∑
i∈I

θkidY (g(vi))−
(∑
i∈I

dA(θki)g(vi) + (−1)|θki|θkidY (g(vi))
)

+
∑
i∈I

θki
∑
j∈I

θijg(vj)

= Φg(−dΘ(vk) + Θ ◦Θ(vk)).

Therefore, if dΘ ◦dΘ = 0 then Φg(−dΘ + Θ◦Θ) = 0 for all g ∈ Hom(V, Y ); in particular if g = 1 (this

is g(v) = 1 ∈ Y 0 for all v ∈ V ), then dΘ − Θ ◦ Θ = 0; and if Θ is twisting matrix then dΘ ◦ dΘ = 0.

Also dΘ meets the condition dΘ(ag) = dA(a) g + (−1)|a|a dΘ(g) as before.

The cohomology of the A-dgm (Hom(V, Y ), dΘ) is called the twisted cohomology of Y with

coefficients in V (Hom version); we denote it by HHom,Θ(V ;Y ).

The next section, we use the twisting cohomology (Hom version ) to determine a Sullivan Decom-

posable Algebra of finite type and the concept of minimal model, see Theorems (1.5.1), (1.5.4)

and section 2.3.

As we shall see in the section 3.4 and the chapter 4, we will relate the notions of twisting matrix and

twisting cohomology (tensor version) to linear gauge complexes and manifolds of pseudo-spherical

type.
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1.5 Sullivan Decomposable Algebra

To end this preliminary section we enunciate the definition of a Sullivan Decomposable algebra

and its characterization as a Lie algebra and a sequence of twisted cohomology classes. We

recall from Example (1.2.1-5):

Let V = {V i}i≥0 be a graded vector space over a field k; then A = ΛV satisfies that:

A0 = (ΛV )0 = k ⊕ V 0 ⊕ (V 0 ∧ V 0)⊕ (V 0 ∧ V 0 ∧ V 0)⊕ · · · (1.5.1)

And for n ≥ 1:

An = (ΛV )n = V n ⊕ (⊕i+j=nV i ∧ V j)⊕ (⊕i+j+h=nV
i ∧ V j ∧ V h)⊕ · · · (1.5.2)

Moreover (ΛV )0 = k if and only if V 0 = {0}.

Definition 1.5.1. A Sullivan decomposable algebra is a free commutative differential graded

algebra A = (ΛV, d) which is connected (this is, A0 = k) and such that dV ⊆ Λ≥2V , where Λ≥2V

stands for all elements of word length ≥ 2.

For instance (Λ(x, y, z), d) with |x| = |y| = |z| = 1 and dx = y ∧ z, dy = x ∧ z, dz = x ∧ y, and

(Λ(x, y, z), d) with |x| = |y| = 2 and |z| = 3, dx = dy = 0 and dz = x ∧ x − y ∧ y are Sullivan

decomposable algebras. Observe that if A is a Sullivan decomposable algebra then, by Example

(1.2.2-1) ker(d0) = k and H0(A) = k.

The following theorem can be found in [25]. Here we present a detailed version of this result

because its converse will be one of our main objects of study. We will relate it to manifolds of

pseudo-spherical type in chapter 4.

Theorem 1.5.1. A Sullivan decomposable algebra A = (ΛV, d) of finite type determines a Lie

algebra and a sequence of twisted cohomology classes (Hom version).

Proof. Suppose thatA is a Sullivan decomposable algebra (thus, V 0 = {0}, see (1.5.1); we denote

by A≤ k the space

A≤ k = Λ(V 1 ⊕ · · · ⊕ V k) for k ≥ 1,

That is, A≤ k is the subalgebra of A generated by elements of degree ≤ k.

The proof of Theorem (1.5.1) consists in constructing a Lie algebra by means of the subalgebra

A≤ 1, and in constructing a twisted cohomology class by means of the subalgebras A≤ k for k ≥ 2.

We first construct the Lie algebra. To this end, let us consider A≤ 1 = Λ(V 1) and let us fix a

basis {vα}α∈I of V 1. Then, since A is a Sullivan decomposable algebra, the differential of these
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elements are necessarily of the form

d(vα) =
∑
i<j

λαijvi ∧ vj, (1.5.3)

where λαij ∈ k and λαij 6= 0 for a finite number of indices i, j such that (i, j) ∈ I × I and i < j, since

vi∧ vi = 0 and vi∧ vj = −vj ∧ vi. We conclude that d(A≤ 1) ⊆ A≤ 1A≤ 1. We denote by L the vector

space dual of V 1 with dual basis {v∗i }i∈I , and define a bracket in L by:

[ , ] : L× L → L

(v∗i , v
∗
j ) 7→


[v∗i , v

∗
j ], if i < j,

−[v∗j , v
∗
i ], if i > j,

0, if i = j.

where

[v∗i , v
∗
j ] : V → k

vα 7→ λαij.

Now, according to our description of the differential d in (1.5.3), we only have coefficients λij for

i < j; therefore, to facilitate the calculations related to the bracket let us denote by

λαji := −λαij, for i < j. (1.5.4)

The bracket [ , ] is a linear map, since if v =
∑
α∈I

βαvα, then [v∗i , v
∗
j ](v) =

∑
α∈I

βαλαij, besides, by

definition the bracket [ , ] satisfies the antisymmetric property. We need to verify the Jacobi identity.

We first observe that [v∗i , v
∗
j ] =

∑
α∈I

λαijv
∗
α, and

[v∗h, [v
∗
i , v
∗
j ]] = [v∗h,

∑
α∈I

λαijv
∗
α] =

∑
α∈I

λαij[v
∗
h, v
∗
α] =

∑
α∈I

λαij
∑
r∈I

λrhαv
∗
r . (1.5.5)

With the notation J := [v∗i , [v
∗
j , v
∗
h]] + [v∗j , [v

∗
h, v
∗
i ]] + [v∗h, [v

∗
i , v
∗
j ]] and the last equality, we have that

J =
∑
α∈I

∑
r∈I

(λαjhλ
r
iα + λαhiλ

r
jα + λαijλ

r
hα)v∗r ;

thus

J(vm) =
∑
α∈I

λαjhλ
m
iα + λαhiλ

m
jα + λαijλ

m
hα. (1.5.6)

Therefore

J(vm) = (
∑
p<i

λmipλ
p
jh +

∑
i<q

λmiqλ
q
jh) + (

∑
p<j

λmjpλ
p
hi +

∑
j<q

λmjqλ
q
hi) + (

∑
p<h

λmhpλ
p
ij +

∑
h<q

λmhqλ
q
ij).
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We will denote:
J(vm)jh = −

∑
p<i

λmpiλ
p
jh +

∑
i<q

λmiqλ
q
jh,

J(vm)hi = −
∑
p<j

λmpjλ
p
hi +

∑
j<q

λmjqλ
q
hi,

J(vm)ij = −
∑
p<h

λmphλ
p
ij +

∑
h<q

λmhqλ
q
ij.


(1.5.7)

Thus,

J(vm) = J(vm)jh + J(vm)hi + J(vm)ij . (1.5.8)

On the other hand, we compute:

d ◦ d(vm) = d
(∑
p<q

λmpqvp ∧ vq
)

=
∑
p<q

λmpq(d(vp) ∧ vq − vp ∧ d(vq))

=
∑
p<q

λmpq(
∑
s<t

λpstvs ∧ vt) ∧ vq −
∑
p<q

λmpqvp ∧ (
∑
s<t

λqstvs ∧ vt)

=
∑
s<t

∑
p<q

λmpqλ
p
stvs ∧ vt ∧ vq −

∑
s<t

∑
p<q

λmpqλ
q
stvp ∧ vs ∧ vt.

For i < j < h given, we find the term vi ∧ vj ∧ vh taking into account possible choices of s, t and

p, q:

d ◦ d(vm)ijh =
∑
p<h

λmphλ
p
ijvi ∧ vj ∧ vh −

∑
h<q

λmhqλ
q
ijvh ∧ vi ∧ vj+

∑
p<j

λmpjλ
p
ihvi ∧ vh ∧ vj −

∑
j<q

λmjqλ
q
ihvj ∧ vi ∧ vh+

∑
p<q

λmpiλ
p
jhvj ∧ vh ∧ vi −

∑
p<q

λmiqλ
q
jhvi ∧ vj ∧ vh

= (
∑
p<h

λmphλ
p
ij −

∑
h<q

λmhqλ
q
ij) vi ∧ vj ∧ vh+

(
∑
p<j

λmpjλ
p
ih −

∑
j<q

λmjqλ
q
ih) vi ∧ vh ∧ vj+

(
∑
p<i

λmpiλ
p
jh −

∑
i<q

λmiqλ
q
jh) vj ∧ vh ∧ vi.

Thus, equalities (1.5.4) and (1.5.7), imply that:

d ◦ d(vm)ijh = (−J(m)ij − J(m)hi − J(m)jh) vi ∧ vj ∧ vh = J(vm) vi ∧ vj ∧ vh. (1.5.9)

Now, since d is a differential, then d ◦ d(vm) = 0, and therefore the component d ◦ d(vm)ijh = 0. In

a similar manner we obtain the following equalities:
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0 = d(vm)ihj = (J(vm)hi + J(vm)ij + J(vm)jh) vi ∧ vh ∧ vj, for i < h < j;

0 = d(vm)jih = (J(vm)ij + J(vm)jh + J(vm)hi) vi ∧ vh ∧ vj, for j < i < h;

0 = d(vm)jhi = (−J(vm)jh − J(vm)ij − J(vm)hi) vj ∧ vh ∧ vi, for j < h < i

0 = d(vm)hij = (−J(vm)hi − J(vm)jh − J(vm)ij) vh ∧ vi ∧ vj, for h < i < j

0 = d(vm)hij = (J(vm)jh + J(vm)hi + J(vm)ij) vh ∧ vi ∧ vj, for h < j < i.

Thus, replacing in to equation (1.5.8), we have that J(vm) = 0, and therefore J = 0.

We now turn to the case k 6= 1, so A≤ k = Λ(V 1 ⊕ · · · ⊕ V k), and we let {xβ}β∈B be a basis of V k.

Since d(xj) ∈ Λ≥2V then d(xj) ∈ A1A≤ k ⊕A≤ k − 1A≤ k − 1, for xj ∈ V k; because, by (1.5.2)

(A≤ k)
k+1 = V k+1 ⊕ (⊕i+j=k+1V

i ∧ V j)⊕ (⊕i+j+h=k+1V
i ∧ V j ∧ V h)⊕ · · · ,

. Also, as A≤ k − 1 is a subalgebra, we conclude that: d(xj) ∈ A1V k +A≤ k − 1, that is, we can write

d(xj) =
∑
β∈B

θkjβ ∧ xβ + aj , where aj ∈ Ak+1
≤ k − 1 and θkjβ ∈ A1. (1.5.10)

We regard V k as a graded vector space concentrated in degree zero, and we define a linear

transformation

Θk : V k → A1 ⊗ V k

xj 7→
∑
β∈B

θkjβ ⊗ xβ.

It follows that can write (1.5.10) in the form:

(d|V k −m ◦Θk)(xj) = aj, (1.5.11)

where m is the multiplication in the cdga A, this is

m : A⊗A → A

x⊗ y 7→ x ∧ y.

Furthermore, we have the following equalities:

0 = d ◦ d(xj) =
∑
β∈B

d(θkjβ ∧ xβ) + d(aj)

=
∑
β∈B

(
d(θkjβ) ∧ xβ − θkjβ ∧ d(xβ)) + d(aj)

=
∑
β∈B

(
d(θkjβ) ∧ xβ − θkjβ ∧ (

∑
l∈B

θkβl ∧ xl + aβ)
)

+ d(aj)

=
∑
β∈B

(
d(θkjβ)−

∑
l∈B

θkjl ∧ θklβ
)
∧ xβ −

∑
β∈B

θkjβ ∧ aβ + d(aj)



(1.5.12)

Since A is free of relations, we have:∑
β∈B

(
d(θkjβ)−

∑
l∈B

θkjl ∧ θklβ
)
∧ xβ = 0, (1.5.13)

21



∑
β∈B

−θkjβ ∧ aβ + d(aj) = 0. (1.5.14)

From (1.5.13) we conclude that Θk is a twisting matrix (with V replaced by V k and A by A≤ 1 in

Definition 1.4.2) and we can consider Hom(V k;A≤ k − 1) as a A≤ 1-dgm with differential dΘk(g) =

d ◦ g − Φg ◦Θk for all g ∈ Hom(V k;A≤ k − 1) (see 1.4.6 and Theorem 1.4.3).

Finally, we construct a dΘk cohomology class. If we consider the linear map fk = d|V k −m ◦ Θk

given by the equality (1.5.11), this is:

fk : V k → A≤ k − 1

xj 7→ aj,

then, from the equality (1.5.14) we have that

dΘk(fk)(xj) = (d ◦ fk − Φfk ◦Θk)(xj) = d(aj)−
∑
β∈B

θkjβ ∧ fk(xβ) = 0.

Therefore [fk] ∈ Hk+1
Hom,Θk

(V k;A≤ k − 1).

Now we state the converse of the last Theorem. First we observe that the above proof allows us to

establish a bijection between free cdga’s on V 1 with dim(V 1) <∞ and the Lie algebra structures

on the dual vector space of V 1. In fact, as above we denote by L the vector space dual of V 1

with dual basis {v∗i }i∈I , and we denote the bracket of L by: [v∗i , v
∗
j ](vα) = λαij, and we define of

differential d by d(vα) :=
∑
i<j

λαijvi∧vj and extended by linearity and so that Leibnitz rule is satisfied.

Therefore, by the Jacobi identity we have J(vm) = 0 in (1.5.6) then d ◦ d(vm) = 0 in (1.5.9).

By the above observation, the following theorem is the converse of Theorem (1.5.3), We construct

a Sullivan decomposable algebra. We consider V = {V k}k≥0 a graded vector space of finite type

such that V 0 = {0}, and we denote by V ≤k the graded vector subspace V ≤k = {V i}i≤k; we wish

to find a differential dΛV on ΛV such that it is compatible with ď≤ 1 a given differential on ΛV 1, this

is ďΛV |λV ≤ 1 = ď≤ 1.

Theorem 1.5.2. Let V = {V k}k≥0 be a graded vector space of finite type such that V 0 = {0}. Let

us assume that (ΛV 1, ď≤ 1) is a cdga. Then for k ≥ 2 the free commutative graded algebra ΛV ≤k

has structure of cdga via the linear maps dV k defined recursively by

dV k : V k → ΛV ≤k

xj 7→ m ◦Θk(xj) + fk(xj)

where {xβ}β∈Bk is a basis of V k, Θk is a twisting matrix given by Θk : V k → (ΛV ≤k)1 ⊗ V k

xj 7→
∑
β∈Bk

θkjβ ⊗ xβ

,
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m is the exterior product on graded algebra ΛV ≤k given by m : ΛV ≤k ⊗ ΛV ≤k → ΛV ≤k

x⊗ y 7→ x ∧ y

and fk : V k → ΛV ≤k−1 is such that [fk] ∈ Hk+1
Hom,Θk

(V k,ΛV ≤k−1).

Moreover ΛV =
⋃
k Λ(V k≥0) is a Sullivan decomposable algebra.

Proof. First we define the linear map ď≤ k and by induction on k we show that (ΛV ≤k, ď≤ k) is a

cdga. The case k = 2 is similar to the general case, for this reason we assume that this proposition

is true for k = i− 1 and we prove that it is true for k = i.

We define d≤ i : V ≤i → ΛV ≤i by

d≤ i =

d≤ j(v), if v ∈ V j , for j ≤ i− 1,

dV i(v), if v ∈ V i.

This is a linear map of degree 1, and therefore d≤ i can be extended to a unique derivation ď≤ i

of degree 1 on ΛV ≤i (see 1.2.2) and this derivation is compatible with differential d̂≤ i − 1 this is

ď≤ i|ΛV ≤ i = ď≤ i − 1 and this property can be reduced to ď≤ i|V ≤ i = ď≤ i − 1, by the Leibnitz rule

(1.2.3) and since

(ΛV ≤i−1)n =
⊕

1≤r≤n

⊕
0<j1,...,jr<i−1
j1+···+jr=n

V j1 ∧ · · · ∧ V jr .

For the last equality see (1.5.2).

Again by the Leibnitz rule the derivation ď≤ i is completely characterized by elements in V ≤i, since

(ΛV ≤i)n =
⊕

1≤r≤n

⊕
0<j1,...,jr<i
j1+···+jr=n

V j1 ∧ · · · ∧ V jr .

To check that ď≤ i ◦ ď≤ i = 0, it is sufficient to show this property for a basis of V i and since for

v ∈ V ≤i−1, ď≤ i ◦ ď≤ i(v) = ď≤ i − 1 ◦ ď≤ i − 1(v) = 0. Let {xβ}β∈Bi be a basis of V i:

ď≤ i ◦ ď≤ i(xj) = ď≤ i(m ◦Θi(xj) + fi(xj))

=
∑
β∈Bi

(
ď≤ 1(θ

i
jβ) ∧ xβ − θijβ ∧ ď≤ i(xβ)

)
+ ď≤ i − 1(fi(xj))

=
∑
β∈Bi

(
ď≤ 1(θ

i
jβ) ∧ xβ − θijβ ∧

(∑
γ∈Bi

θiβγ ∧ xγ
)

+ fi(xβ)
)

+ ď≤ i − 1(fi(xj))

=
∑
β∈Bi

ď≤ 1(θ
i
jβ) ∧ xβ −

∑
β∈Bi

∑
γ∈Bi

θijβ ∧ θiβγ ∧ xγ

−
∑
β∈Bi

θijβ ∧ (fi(xβ)) + ď≤ i − 1(fi(xj))

= m(ď≤ 1Θ
i −Θi ◦Θi(xj))− dΘi(fi)(xj)

= 0
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The last equality holds, because Θi is a twisting matrix (see 1.4.7) and [fi] is a class of cohomology

in Hi+1
Hom,Θi(V

i; Λ(V ≤i−1); then ď≤ i is a differential and therefore (ΛV ≤i, ď≤ i) is a cdga and it is a

Sullivan decomposable algebra. In fact:

fi(v) ∈ (ΛV ≤i−1)i+1 ⊆ Λ≥2V ≤i and θijβ ∧ xβ ∈ V 1 ∧ V i ⊆ Λ2V ≤i,

then ď≤ i(v) ∈ Λ≥2V ≤i.

Now we have the linear map dΛV : ΛV → ΛV defined by dΛV |ΛV≤k = ď≤ k , so for v ∈ V k

dΛV (v) = m ◦Θk(v) + fk(v),

as fk(v) ∈ ΛV ≤k−1 and has degree k + 1, then fk(v) ∈ Λ≥2V and, m ◦ Θk(v) ∈ V 1 ∧ V k ⊆ Λ2V ,

therefore ΛV is a Sullivan decomposable algebra.
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Chapter 2

Minimal model

In this chapter we introduce one of the most important concepts in rational homotopy theory, the

notion of minimal model of a cdga. This minimal model is a Sullivan minimal algebra (a special

case of a Sullivan decomposable algebra, see Definition 2.1.2 below) which is quasi-isomorphic

to the original cdga A

The existence of a minimal model is guaranteed by Sullivan’s Theorem of which he presented

a constructive proof. Here we give a detailed proof following [25], [8], [10], and [15]. In these

papers there appear proofs of Sullivan’s Theorem under certain technical assumptions which do

not always hold. For example, in last reference we find the case in which the homology of the

cdga is of finite type and in degree one not zero. We do not make these assumptions. The proof

in [15] is made via “Hirsch extensions”that are a particular case of our definition of extensions of a

dga (Definition 2.1.1). This definition permits us to prove Sullivan’s theorem in full generality. We

finish this chapter relating this demonstration with the twisting matrices and twisted cohomology of

chapter 1.

2.1 Sullivan Minimal Algebra

If V and W are graded vector spaces, we have that

Λ(V ⊕W ) = k ⊕ (V ⊕W )⊕ {(V ⊕W ) ∧ (V ⊕W )} ⊕ · · ·

where we recall that (V ⊕W )n = V n ⊕Wn, this is, if (v, w) ∈ V ⊕W then |v| = |w|, and we also

note that (v, w) ∧ (v′, w′) ∈ (Λ(V ⊕W ))|v|+|v
′| with v, v′ ∈ V and w,w′ ∈ W . Let {vi} and {wj}

be homogeneous base of V and W respectively, so |(vi, 0)| = |vi| = |0|, |(0, wj)| = |wj | = |0|; this

notation allows us to write:

(v, w) = (v, 0) + (0, w)

(v, w) ∧ (v′, w′) = ((v, 0) + (0, w)) ∧ ((v′, 0) + (0, w′))

= (v, 0) ∧ (v′, 0) + (v, 0) ∧ (0, w′) + (0, w) ∧ (v′, 0) + (0, w) ∧ (0, w′)

There exists a canonical isomorphism ϕ̂ of cga’s

Λ(V ⊕W )
ϕ̂∼= ΛV ⊗ ΛW, (2.1.1)

defined by (v, 0) 7→ v ⊗ 1 for any v ∈ V and (0, w) 7→ 1⊗ w for any w ∈W . We note that indeed, if

ϕ : V ⊕W → ΛV ⊗ ΛW is the linear map of degree zero determined by the extending linearly the

assignment ϕ(vi, 0) = vi ⊗ 1 and ϕ(0, wj) = 1⊗ wj , via

ϕ(v, w) = ϕ((v, 0) + (0, w)) = ϕ(v, 0) + ϕ(0, w) = v ⊗ 1 + 1⊗ w,
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then we can extend ϕ to a unique morphism ϕ̂ of commutative graded algebras (see section 1.2).

By the multiplication rule in ΛV ⊗ ΛW (see equation 1.2.1) we have:

ϕ̂(1) = 1⊗ 1, ϕ̂((v, 0) ∧ (v′, 0)) = (v ⊗ 1)(v′ ⊗ 1) = v ∧ v′ ⊗ 1, for v, v′ ∈ V

ϕ̂((0, w) ∧ (0, w′)) = (1⊗ w)(1⊗ w′) = 1⊗ w ∧ w′, for w,w′ ∈W,

ϕ̂((v, 0) ∧ (0, w) = (v ⊗ 1)(1⊗ w) = v ⊗ w, for v ∈ V and w ∈W.

The inverse morphism of ϕ̂ is such that v ⊗ 1 7→ (v, 0) for any v ∈ V and 1 ⊗ w 7→ (0, w) for any

w ∈W .

Definition 2.1.1. A degree n extension of a cdga (A, d), is a cdga of the form A⊗ε (ΛV ), where

V is a vector space considered as a graded vector space concentrated in degree n, and

ε : V → A

is a linear map of degree 1 such that d ◦ ε = 0. A⊗ε (ΛV ) = A⊗ ΛV as graded algebras, but the

differential is “twisted”” by ε, this is, it is defined by linearity and the multiplication rules

d(a⊗ 1) = d(a)⊗ 1, d(1⊗ v) = ε(v)⊗ 1.

From last definition we can deduce that:

d(a⊗ v) = d((a⊗ 1)(1⊗ v))

= d(a⊗ 1)(1⊗ v) + (−1)|a⊗1|(a⊗ 1)(ε(v)⊗ 1)

= da⊗ v + (−1)|a|(a ε(v)⊗ 1).

In a similar manner we have:

d(a a′ ⊗ 1) = d((a⊗ 1)(a′ ⊗ 1)) = d(a a′)⊗ 1,

d(1⊗ (v ∧ v′)) = d((1⊗ v)(1⊗ v′)) = ε(v)⊗ v′ + (−1)|v|v ⊗ ε(v′) and

d(a⊗ (v ∧ w)) = d((a⊗ v)(1⊗ w)) = da⊗ (v ∧ w) + (−1)|a|a ε(v)⊗ w + (−1)|a⊗v|+|v||ε(w)|a ε(w)⊗ v.

When V is a finite dimensional vector space, A ⊗ε (ΛV ) is called a Hirsch extension of A or an

elementary extension of A (see [15] and [10]).

We define a particular extension which we will use in the proof of Sullivan’s Theorem on the

existence of minimal models: We assume that V == {V t}t≥0 is a graded vector, we take A =

Λ(V ≤t−1) and V = V t in Definition 2.1.1. The extension of degree t of a cdga Λ(V ≤t−1) is

Λ(V ≤t−1)⊗ε ΛV t,

where V t is consider as a graded vector space concentrated in degree t. This extension (as a

graded algebra, see 2.1.1) satisfies that

Λ(V ≤t−1 ⊕ε V t)
ϕ̂∼= Λ(V ≤t−1)⊗ε ΛV t, (2.1.2)
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in the which ⊕ε means that we assume that the differential d in Λ(V ≤t−1 ⊕ V t) is determined by:

d(v, 0) = (d(v), 0) for v ∈ V and d(0, w) = (ε(w), 0) for w ∈ V t,

and extended by linearity and so that Leibnitz rule is satisfied.

Remember that ε(w) ∈ Λ(V ≤t−1), then ϕ̂ is an isomorphism of cdga’s because for v, v′ ∈ Λ(V ≤t−1)

with |v| = n, |v′| = m and w,w′ ∈ V t we have:

ϕ̂n+1 ◦ dn(v, 0) = ϕ̂n+1(dn(v), 0) = dn(v)⊗ 1 = dn ◦ ϕ̂n(v, 0),

ϕ̂t+1 ◦ dt(0, w) = ϕ̂t+1(ε(w), 0) = ε(w)⊗ 1 = dt ◦ ϕ̂t(0, w),

ϕ̂n+m+1 ◦ dn+m((v, 0) ∧ (v′, 0)) = ϕ̂n+m+1(dn(v, 0) ∧ (v′, 0) + (−1)|v|(v, 0) ∧ dm(v′, 0))

= dn+m ◦ ϕ̂n+m((v, 0) ∧ (v′, 0))

ϕ̂2t+1 ◦ d2t((0, w) ∧ (0, w′)) = ϕ̂2t+1(ε(w), 0) ∧ (0, w′) + (−1)|w|(0, w) ∧ (ε(w′), 0)

= (ε(w)⊗ 1)(1⊗ w′) + (−1)|w|(1⊗ w)(ε(w′)⊗ 1))

= d2t((1⊗ w)(1⊗ w′))
= d2t ◦ ϕ̂2t(w ∧ w′)

ϕ̂n+t+1 ◦ dn+t((v, 0) ∧ (0, w)) = ϕ̂n+t+1(dn(v, 0) ∧ (0, w) + (−1)|v|(v, 0) ∧ dt(0, w))

= ϕ̂n+t+1((dn(v), 0) ∧ (0, w)) + (−1)|v|((v, 0) ∧ (ε(w), 0))

= (dn(v)⊗ 1)(1⊗ w) + (−1)|v|(v ⊗ 1)(ε(w)⊗ 1)

= dn+t((v ⊗ 1)(1⊗ w))

= dn+t ◦ ϕ̂n+t((v, 0) ∧ (0, w)).

Definition 2.1.2. A Sullivan Minimal Algebra is a cdga (ΛV, d) for which V = {V n}n≥1 admits

a basis {vα}α∈I , indexed by a well-ordered set I, of homogeneous elements, where the order of I

is compatible with the degree (that is, if β < α, then |vβ | ≤ |vα|), and such that

d(vα) ∈ ΛV<α, for each α ∈ I.

Here V<α denotes the subspace of V spanned by {vβ}β<α.

Remark 2.1.1.

• We observe that in the last Definition, If V = span{v1, v2, v3} with |v1| = |v2| = 5, |v3| = 9

and I = {1, 2, 3} with order 1 < 2 < 3; the compatibility between of the well-order set I

and the degree of the homogeneous elements is satisfied. In particular for 1 < 2, |v1| = |v2|
and 2 < 3, |v2| < |v3|. But if |v1| = 3, |v2| = 1 and |v3| = 2 this compatibility is not satisfies

because while 1 < 2, we have that |v1| > |v2|.

• A Sullivan minimal algebra is a Sullivan decomposable algebra. Indeed let us assume that

V admits a basis {vα}α∈I as in Definition (2.1.2); then |d(vα)| = |vα|+ 1 and d(vα) ∈ ΛV<α,
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such that d(vα) is not a word of length 1, this is d(vα) /∈ Λ1V<α since Λ1V<α = V<α and the

elements of V<α has elements degree less or equal that |vα| (see compatibility). Therefore,

|d(vα)| = |vα|+ 1 and d(vα) ∈ ΛV<α, then |d(vα) ∈ Λ≥2V. (2.1.3)

This is, d(V ) ⊂ Λ≥2V .

• A Sullivan decomposable algebra with V 0 = V 1 = {0} is a Sullivan minimal algebra. In fact

if vα ∈ V , then |vα| = r ≥ 2 and by (1.5.2)

(ΛV )r+1 = V r+1 ⊕ (⊕i+j=r+1V
i ∧ V j)⊕ (⊕i+j+h=r+1V

i ∧ V j ∧ V h)⊕ · · · ,

then d(vα) ∈ V 1 ∧ V r ⊕ ΛV ≤r−1. Since V 1 = {0}, we have that d(vα) ∈ ΛV ≤r−1 ⊂ ΛV<α

(Recall that V<α has elements of degree less or equal to the degree of |vα|).

• Let us assume that V = span{v1, v2, v3} with |v1| = |v2| = |v3| = 1 and I = {1, 2, 3} with

order 1 < 2 < 3. We have that (Λ(v1, v2, v3), d) with d(v1) = v2 ∧ v3, d(v2) = v1 ∧ v3,

d(v3) = v1 ∧ v2, is not a Sullivan minimal algebra, because d(v1) /∈ V<1 (In this case d(v1)

must be 0) and d(v1) /∈ V<2 since v3 /∈ V<2; but it is a Sullivan decomposable algebra. On

the other hand, (Λ(v1, v2, v3), d) with |v1| = |v2| = 2 and |v3| = 3, d(v1) = d(v2) = 0 and

d(v3) = v1 ∧ v1 − v2 ∧ v2 is Sullivan minimal algebra.

• If A is a Sullivan minimal algebra, then d0 = 0 where d0 is the linear part of d (see Example

1.2.2-6), because for all v ∈ V , d(v) must have length greater than or equal to 2.

• If (ΛV, d) is a Sullivan minimal algebra, then (ΛV, d1) (where d1 is quadratic part of d) is also a

Sullivan minimal algebra. In fact, we can prove that d1 satisfies d1 ◦d1 = 0: since if d1 ◦d1 6= 0,

then d1 ◦ d1 increases word length by exactly 2, and since d = d1 + · · · + dp for some p ∈ N,

then d ◦ d − d1 ◦ d1 increases word length at least 3, but, as d ◦ d = 0 then d1 ◦ d1 increases

word length by at least 3, a contradiction; therefore d1 ◦ d1 = 0. Also, since d(vα) ∈ ΛV<α,

then d1(vα) ∈ Λ≥2V<α.

In some works as [8], we find the definition of a “Sullivan cdga” as a cdga (ΛV, d) whose underling

algebra is free commutative, with V = {V n}n≥1, and such that V admits a basis {vα}α∈I indexed

by a well-ordered set I, satisfying that d(vα) ∈ Λ(vβ)β < α. And define a Sullivan minimal cdga as

a Sullivan cdga (ΛV, d) satisfying the additional property that d(V ) ⊂ Λ≥2V . Our definition of a

Sullivan minimal algebra is different in what we require the basis {vα} to be compatible with the

graduation; this allows us to recognize in an easier way the algebra Λ(vβ)β < α, since we do not

need exclude the terms vβ with |vβ | > |vα|+1 and it allows us to prove that the minimality property

is satisfied ( see 2.1.3).

Definition 2.1.3. Let A be a dga and let i be a non-negative integer. A morphism of dga’s

ρ≤ i : M≤ i → A,
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where M≤ i is a Sullivan minimal algebra generated by elements of degrees smaller than or equal

to i, is called an i-minimal model of A if H∗(ρ≤ i) : H∗(M≤ i) → H∗(A) is an isomorphism for

∗ ≤ i, and it is injective for ∗ = i+ 1.

Definition 2.1.4. Let A be a dga; a morphism ρ : M → A is a minimal model of A if M is a

Sullivan minimal algebra and ρ is a quasi-isomorphism.

The existence of an i-minimal model and a minimal model of a dga and also the relation between

these definitions, will be proven later. Now we present a preliminary result:

Definition 2.1.5. Let f : A → B be a morphism of dga’s. We define the dgm called dgm-cone of

f , denoted C(f), as follows: Cn(f) = An ⊕Bn−1 and

dn : Cn(f) → Cn+1(f)

(x, y) 7→ (−dnA(x), dn − 1
B (y) + fn(x)).

According to the above, we have dn + 1 ◦ dn(x, y) = (0, 0) since dn + 1fn(x) = fn + 1dn(x). Note that

the dgm-cone of f is not a dga because multiplication is not defined in it. We denote the cohomo-

logy H(C(f)) of the dgm-cone of f by H(A,B).

Theorem 2.1.1. Let f : A→ B a morphism of dga’s and let C(f) be its dgm-cone. Then we have

the following exact sequence:

· · · → H∗(A,B)
H∗(−p1)−−−−−−→ H∗(A)

H∗(f)−−−−→ H∗(B)
H∗(i2)−−−−→ H∗+1(A,B)→ · · ·

where p1 and i2 denote the projection to the first factor and the inclusion to the second factor

respectively.

Proof. It is sufficient to note the following equalities:

H∗(A,B) = {[(x, y)] : d∗A(x) = 0, d∗−1
B (y) = −f∗(x)}

Im
(
H∗(−p1)

)
= {[−x] : ∃y | d∗−1

B (y) = −f∗(x)} = ker
(
(H∗(f)

)
ker
(
H∗(i2)

)
= {[b] : ∃(x, y) ∈ C∗(f), d∗(x, y) = (0, b)}
= {[b] : d∗A(x) = 0 and d∗−1

B (y) + f∗(x) = b}
= {[b] : d∗A(x) = 0 and [f∗(x)] = [b]}
= Im

(
H∗(f)

)
.

Now we can state Sullivan’s theorem on minimal models.
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Theorem 2.1.2. Let A be a dga such that H0(A) = k, then there exists a i-minimal model, for any

i ≥ 0 and a minimal model of A.

We note that H0(A) = k is the restriction which allows the existence of the 0-minimal of A. This

proof is a little laborious, so, for the Readers’ convenience, we will present below a sketch of proof;

we show a full proof in the next section.

Sketch of proof: We show first the existence of i-minimal models of A of the form ρ≤ i : M≤ i → A

where M≤ i = Λ(V 0 ⊕ V 1 ⊕ V 2 ⊕ · · · ⊕ V i). The minimal model of A will be M =
⋃∞
i=0M≤ i and

ρ≤ i = ρ|M≤ i .

We need to identify appropriate vector spaces V 0, V 1, V 2, . . . , V i. For i = 0 we set V 0 = {0},
since H0(A) = k we obtain that k ⊂ A and we define ρ≤ 0 as the inclusion therefore H0(ρ≤ 0) is

an isomorphism and H∗(ρ≤ 0) is injective for ∗ ≥ 1. Then k = ΛV 0 = M≤ 0. By induction on i,

assuming that there is a t − 1-minimal model of A and we apply the exact sequence of Theorem

(2.1.1) to the t− 1 minimal model ρ≤ t − 1 : M≤ t − 1 → A. This exact sequence allows us to identify

a vector space V t−1,0 that we add to M≤ t − 1. We set

M≤ t − 1, 0 = M≤ t − 1 ⊗ε0 V
t−1,0

and ρ≤ t − 1, 0 is a extension of ρ≤ t − 1, where:

V t−1,0 ∼= Ht + 1(M≤ t − 1, A) ∼= Ker(Ht+1(ρ≤ t − 1))⊕ Coker(Ht(ρ≤ t − 1)) ∼= 〈⊕[(ηk, wk)]〉 ⊕ 〈⊕[(0, uj)]〉,

where Ker(Ht+1(ρ≤ t − 1)) has basis {[ηk]}, wk is determined by ρt + 1
≤ t − 1(ηk) = dtA(wk) and

Coker(Ht(ρ≤ t − 1)) = Ht(A)/Im(Ht(ρ≤ t − 1)) has basis {[uj ]}.

If we assume that H1(A) = 0, then it follows from that Ht+1(ρ≤ t − 1, 0) is an injective mapping.

Therefore M≤ t = M≤ t − 1, 0 and ρ≤ t is a extension of ρ≤ t − 1, so we denote V t−1,0 = V t.

On the other hand, in the case that H1(A) 6= 0 the mapping Ht+1(ρ≤ t − 1, 0) need not be injective.

We need add elements toM≤ t − 1, 0, in order to kill the kernel ofHt+1(ρ≤ t − 1, 0) so, we again use the

exact sequence in the Theorem (2.1.1) with f = ρ≤ t − 1, 0, and we obtain the vector space V t−1,1

that we add to M≤ t − 1, 0 for obtaining M≤ t. In the proof we denote this extension by M≤ t − 1, 1 =

M≤ t − 1, 0 ⊗ε1 V t−1,1 and ρ≤ t − 1, 1 is a extension of ρ≤ t − 1, 0.

If Ht+1(ρ≤ t − 1, 1) is injective then we set M≤ t = M≤ t − 1, 1 but if this is not true, we must continue.

This process as above, in order to kill the kernel of Ht+1(ρ≤ t − 1, 1), this process can be finite and

in this case the M≤ t = M≤ t − 1, n for some n ∈ N, or it may nor stop; in this case we define

M≤ t =
⋃∞
j=0M≤ t − 1, j and ρ≤ t such that ρ≤ t, j = ρ≤ t|M≤ t − 1, j

.
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2.2 Proof of Sullivan Theorem

In this section, we prove the fundamental theorem on existence of i-minimal and minimal models.

Proof. First we show the existence of i-minimal models. The proof is by induction on i. If i = 0,

we consider k as a dga concentrated in degree zero; we obtain that k ⊂ A and we define ρ≤ 0 as

the inclusion. We have the diagrams

k
dM //

ρ0
≤ 0

��

0
dM //

ρ1
≤ 0

��

0 //

ρ2
≤ 0

��

...

A0
dA // A1

dA // A2 // ...

k
dM //

H0(ρ≤ 0)

��

0
dM //

H1(ρ≤ 0)

��

0 //

H2(ρ≤ 0)

��

...

H0(A)
dA // H1(A)

dA // H2(A) // ...

Figure 2.1.

Since H0(A) = k we conclude that, H0(ρ≤ 0) is an isomorphism and H∗(ρ≤ 0) is injective for ∗ ≥ 1.

Moreover k = ΛV 0, where V 0 = {0}.

Now, we assume that i = t − 1, t ≥ 1. Our induction hypothesis is that (as in Definition 2.1.3),

M≤ t − 1 is generated by elements of degrees smaller than or equal to t− 1 this is, (as in Definition

2.1.2) there is a graded vector space V 0⊕V 1⊕· · ·⊕V t−1 such thatM≤ t − 1 = Λ(V 0⊕V 1⊕· · ·⊕V t−1)

and there exists a morphism ρ≤ t − 1 : M≤ t − 1 → A which is an (t− 1)-minimal model of A.

We will construct ρ≤ t − 1 : M≤ t − 1 → A, a t-minimal model of A. By the last theorem applied to

the morphism ρ≤ t : M≤ t → A, with domain M≤ t and codomain A, we have the exact sequence

of Figure 2.2, where p1 and i2 denote the projection to the first factor and the inclusion into the

second factor respectively.

We haveHt(M≤ t − 1, A) = 0. In fact, by hypothesis ker(Ht−1(i2)) = Im(Ht−1(ρ≤ t − 1)) = Ht−1(A),

so ker(Ht(−p1)) = 0, moreover ImHt(−p1) = Ker(Ht(ρ≤ t − 1)) = 0.

We need to add cohomology to M≤ t − 1 ( if necessary ), so that the extension of the map

Ht(ρ≤ t − 1) : Ht−1(M≤ t − 1) → Ht−1(A) become surjective; but at the same time, these added

variables must kill the kernel on cohomology in degree t+ 1, so that the extension of Ht+1(ρ≤ t − 1)

becomes injective.

The question now is:

What are the elements that we have to add to M≤ t − 1, and how do we add them? From the long

exact sequence (Figure 2.2) coming from Theorem (2.1.1) we get a short exact sequence:

0 // Coker(Ht(ρ≤ t − 1))
Ht(i2)

// Ht+1(M≤ t − 1, A)
Ht+1(−p1)

// Ker(Ht+1(ρ≤ t − 1))
s

nn
// 0

(2.2.1)
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· · · → H
t−1

(M≤ t − 1) H
t−1

(A) H
t
(M≤ t − 1, A) H

t
(M≤ t − 1)

H
t
(A)

H
t+1

(M≤ t − 1, A)

H
t+1

(M≤ t − 1)

H
t+1

(A)

-
Ht−1(ρ≤ t − 1)

-Ht−1(i2) -Ht(−p1)

?

Ht(ρ≤ t − 1)

?

Ht(i2)

?

Ht+1(−p1)

?

Ht+1(ρ≤ t − 1)

?

.

.

.
Figure 2.2.

As indicated in (2.2.1), this sequence splits. Indeed, let us consider:

s : Ker(Ht+1(ρ≤ t − 1)) → Ht+1(M≤ t − 1, A)

[η] 7→ [(−η, w)]

where η and w are determined by ρt + 1
≤ t − 1(η) = dtA(w). This function is well defined, since

[η] = [m]⇒ m = η + dtM≤ t − 1
(x), for some x ∈M t

≤ t − 1

⇒ ρt + 1

≤ t − 1(m) = ρt + 1

≤ t − 1(η) + ρt + 1

≤ t − 1

(
dtM≤ t − 1

(x)
)

⇒ ρt + 1

≤ t − 1(m) = dtA(w + ρt≤ t − 1(x))

⇒ s([m]) = [(−m,w + ρt≤ t − 1(x))],

and so [(−η, w)] = [(−m,w + ρt≤ t − 1(x))]; in fact (x, 0) ∈ Ct(ρ≤ t − 1) such that

(−m,w + ρt≤ t − 1(x)) + dt(−x, 0)

= (−m,w + ρt≤ t − 1(x)) + (−dtM≤ t − 1
(−x), ρt≤ t − 1(−x)) = (−m+ dtM≤ t − 1

(x), w) = (−η, w).

Besides, if we change w by w + dt − 1
A (w̃) we have that [(−η, w)] = [(−m,w + dt − 1

A (w̃))]. In fact:

(−η, w + dt − 1

A (w̃)) + dt(0,−w̃) = (−η, w + dt − 1

A (w̃)) + (0,−dt − 1

A (w̃) + ρt≤ t − 1(0)) = (−η, w).

Moreover Ht+1(−p1) ◦ s([η]) = Ht+1(−p1)([(−η, w)]) = [η]. Therefore

Ht + 1(M≤ t − 1, A) ∼= Ker(Ht+1(ρ≤ t − 1))⊕ Coker(Ht(ρ≤ t − 1)) ∼= 〈⊕[(ηk, wk)]〉 ⊕ 〈⊕[(0, uj)]〉, (2.2.2)

where Ker(Ht+1(ρ≤ t − 1)) has basis {[ηk]} and Coker(Ht(ρ≤ t − 1)) = Ht(A)/Im(Ht(ρ≤ t − 1)) has

basis {[uj ]}.
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Now we consider V t−1,0 as a graded vector space concentrated in degree t with basis

{[(ηk, wk)], [(0, uj)]}k,j ,

and we add elements to M≤ t − 1 by means of the following extension:

M≤ t − 1, 0 = M≤ t − 1 ⊗ε0 V t−1,0 in which

ε0 : V t−1,0 → M≤ t − 1

[(ηk, wk)] 7→ ηk

[(0, uj)] 7→ 0

As we saw in Definition (2.1.1) we consider an extension of degree t of M≤ t − 1 of the form

M≤ t − 1 ⊗ε0 (ΛV t−1,0) and we have the identification (2.1.2) this is

M≤ t − 1, 0
∼= Λ(V 1 ⊕ · · · ⊕ V t−1 ⊕ V t−1,0) and dM≤ t − 1, 0

|V t−1,0 = ε0.

Note that M≤ t − 1, 0 is a Sullivan minimal algebra, because by the inductive hypothesis so is M≤ t − 1

and d(v) ∈ (ΛV 1 ⊕ · · · ⊕ V t−1) for all v ∈ V t−1,0. Now, we define a map ρ≤ t − 1, 0 : M≤ t − 1, 0 → A,

which is an extension of degree t of morphism ρ≤ t − 1, so for the degree t:

ρt≤ t − 1, 0([(ηk, wk)]) = wk and ρt≤ t − 1, 0([(0, uj)]) = uj .

Then ρ≤ t − 1, 0 is a morphism of dga’s, in fact:

dtA ◦ ρt≤ t − 1, 0([(ηk, wk)]) = dtA(wk) = ρt + 1
≤ t − 1(ηk) = ρt + 1

≤ t − 1, 0 ◦ dtM≤ t − 1, 0
([(ηk, wk)]),

dtA ◦ ρt≤ t − 1, 0([(0, uj)]) = dtA(uj) = 0 = ρt + 1
≤ t − 1(0) = ρt + 1

≤ t − 1, 0 ◦ dtM≤ t − 1, 0
([(0, uj)]).

We observe that:

Mi
≤ t − 1, 0 = M i

≤ t − 1 ⊗ k = (Λ(V 1 ⊕ · · · ⊕ V t−1))i for all i ≤ t− 1,

Mt
≤ t − 1, 0 = (k ⊗ V t−1,0)⊕ (M t

≤ t − 1 ⊗ k) = (Λ(V 1 ⊕ · · · ⊕ V t−1)⊗ ΛV t−1,0)t = (Λ(V 1 ⊕ · · · ⊕ V t−1,0))t,

M
t + 1

≤ t − 1, 0
=

(
k ⊗ (ΛV t−1,0)t+1

)
⊕ (M1

≤ t − 1 ⊗ V t−1,0)⊕ (M t + 1
≤ t − 1 ⊗ k) = (Λ(V 1 ⊕ · · · ⊕ V t−1,0))t+1 (2.2.3)

Then Hi(M≤ t − 1, 0) = Hi(M≤ t − 1) for all i ≤ t− 1 and

Ker(dtM≤ t − 1, 0
) = Ker(dtM≤ t − 1

)⊕ 〈⊕[(0, uj)]〉, Im(dt − 1

M≤ t − 1, 0
) = Im(dt − 1

M≤ t − 1
);

this implies that Ht(M≤ t − 1, 0) = Ht(M≤t−1)⊕ 〈⊕[(0, uj)]〉, and we have the following Figure:

Ht(M≤ t − 1) Ht(A)

Ht(M≤ t − 1, 0)

-
Ht(ρ≤ t − 1)

?
Ht(i1)

�
��

�
��*

Ht(ρ≤ t − 1, 0)

Figure 2.3.
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Since Ht(ρ≤ t − 1) is injective and Ht(ρ≤ t − 1, 0)([(0, uj)]) = [uj ], where {[uj ]} is a basis of

Coker(Ht(ρ≤ t − 1)) so, [uj ] /∈ Ht(A), therefore Ht(ρ≤ t − 1, 0) is an isomorphism.

Now we need that Ht+1(ρ≤ t − 1, 0) be injective:

Ht+1(M≤ t − 1) Ht+1(A)

Ht+1(M≤ t − 1, 0)

-
Ht+1(ρ≤ t − 1)

?

Ht+1(i1)

��
��

�
��*

Ht+1(ρ≤ t − 1, 0)

Figure 2.4.

First, note that Ht+1(i1)([ηk]) = 0 for each [ηk] ∈ Ker(Ht+1(ρ≤ t − 1)), since

dt+1
≤ t − 1(ηk) = 0 and dtM≤ t − 1, 0

([(ηk, wk)]) = ε0([(ηk, wk)]) = ηk. (2.2.4)

Therefore the map Ht+1(ρ≤ t − 1, 0) restricted to the image of Ht+1(i1) is injective: if [m], [n] belong

to Im(Ht+1(i1)), they are different and [ρ≤ t − 1, 0(m)] = [ρ≤ t − 1, 0(n)], then [ρ≤ t − 1(m−n)] = 0, this

is [m− n] ∈ Ker(Ht+1(ρ≤ t − 1)), and for the last affirmation [m] = [n] which is a contradiction.

In the case of t = 1, we have

H2(M≤ 0, A) ∼= Ker(H2(ρ≤ 0))⊕ Coker(H1(ρ≤ 0)) ∼= H1(A),

then V 0,0 = H1(A).

Now we assume that H1(A) = 0. Then M≤ 0, 0 = M≤ 0 ⊗Λ({0}) as Λ({0}) = k, and it follows that

M≤ 0, 0 = M≤ 1 = k is a 1-minimal model of A, (this is in M≤ 1 there is not elements of degree 1)

and therefore V 1 = {0}.

Then by construction M≤ t − 1, 0 does not have elements of degree 1, so by (2.2.3)

M t + 1

≤ t − 1, 0 = M t + 1

≤ t − 1 ⊗ k = (Λ(V 1 ⊕ · · · ⊕ V t−1))t+1.

Therefore Ht+1(M≤ t − 1, 0) = Ht+1(M≤ t − 1). For this equality Ht+1(i1) is surjective, and it is

sufficient to show that Ht+1(ρ≤ t − 1, 0) is injective (as we saw above).

This guarantees that ρ≤ t − 1, 0 is a t-minimal model of A. We denote V t = V t−1,0, M≤ t = M≤ t − 1, 0,

and ρ≤ t = ρ≤ t − 1, 0. By the induction hypothesis and the foregoing construction:

k = M≤ 0 = M≤ 1 ⊂M≤ 2 ⊂ · · · ⊂M≤ t − 1 ⊂M≤ t ⊂ · · ·

We conclude that for each i there exists a i-minimal model of A. Now we define M =
⋃∞
i=0M≤ i,

so that M i =
⋃∞
i=0M

i
≤ i = M i

≤ i.

What is the differential in M?

dtM : M t →M t+1 such that dtM |M≤ t = dtM≤ t .
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What is the multiplication in M? if x ∈ M i and y ∈ M j then x ∈ M i
≤ i and y ∈ M j

≤ j, it is

x ∧ y ∈M i + j
≤ i + j so x ∧ y ∈M i + j.

Now, we define ρ : M → A such that ρ(m) = ρ≤ i(m), if m ∈ M i as M i
≤ i ⊂ M i

≤ i + 1 then ρ is a

morphism since:
diA ◦ ρi(m) = diA ◦ ρi≤ i(m)

= diA ◦ ρi≤ i + 1(m)

= ρi+1
≤ i + 1 ◦ diM≤ i(m)

= ρi+1 ◦ diM (m)

Thus we get Hi(M) = Hi(M≤ i) and Hi(ρ) = Hi(ρ≤ i) then ρ is a quasi-isomorphism, therefore

ρ : M → A is a minimal model of A.

In the case H1(A) 6= 0. We cannot guarantee that Ht+1(ρ≤ t − 1, 0) be injective in the diagram of

the Figure 2.4.

We have seen that Ht+1(ρ≤ t − 1, 0)|Im(Ht+1(i1)) is injective, but in this case (namely, H1(A) 6= 0)

the map Ht+1(i1) is not necessarily surjective. We need to add elements to M≤ t − 1, 0 of degree t

to obtain a t-minimal model of A by means of extensions we proceed as follows:

If the map Ht+1(ρ≤ t − 1, 0) is injective, we have that ρ≤ t − 1, 0 is a t-minimal model of A, but if

Ht+1(ρ≤ t − 1, 0) is not injective, then we need add elements to M≤ t − 1, 0 in order to kill the ker-

nel of Ht+1(ρ≤ t − 1, 0), this is, we need to construct an extension ρ≤ t − 1, 1 of ρ≤ t − 1, 0 such that

Ht+1(ρ≤ t − 1, 1)|Im(Ht+1(i1)) is injective (see the following Figure). For this construction we apply

the exact sequence in the Theorem (2.1.1) with f = ρ≤ t − 1, 0 and we obtain the short exact splitting

sequence

0 // Coker(Ht(ρ≤ t − 1, 0))
Ht(i2)

// Ht+1(M≤ t − 1, 0, A)
Ht+1(−p1)

// Ker(Ht+1(ρ≤ t − 1, 0))
s

nn
// 0

reasoning as in (2.2.1).

As Ht(ρ≤ t − 1, 0) is an isomorphism then Coker(Ht(ρ≤ t − 1, 0)) = 0 and we set

V t−1,1 = Ht + 1(M≤ t − 1, 0, A) ∼= Ker(Ht+1(ρ≤ t − 1, 0)) ∼= 〈⊕[(ηk, wk)]〉.

As above we add elements to M≤ t − 1, 0 by means of the following extension:

M≤ t − 1, 1 = M≤ t − 1, 0 ⊗ε1 V t−1,1 and

ε1 : V t−1,1 → M≤ t − 1, 0

[(ηk, wk)] 7→ ηk

As we saw in (2.1.1) this is:

M≤ t − 1, 1 = Λ(V 1 ⊕ · · · ⊕ V t−1 ⊕ V t−1,0 ⊕ V t−1,1) and dt≤ t − 1, 1([(ηk, wk)]) = ηk,
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and we define the map ρ≤ t − 1, 1 : M≤ t − 1, 1 → A, which is an extension of degree t of ρ≤ t − 1, such

that in degree t, we have ρt≤ t − 1, 1([(ηk, wk)]) = wk is a morphism of dga’s.

If Ht+1(ρ≤ t − 1, 1) is injective then ρ≤ t − 1, 1 is a t-minimal model of A, but if this is not true, then

we must continue this process: If for some n we have that ρ≤ t − 1, n : M≤ t − 1, n → A satisfies the

property that Ht+1(ρ≤ t − 1, n) is injective, then ρ≤ t − 1, n is a t-minimal model of A; if there is not

such n, then, we define M≤ t =
⋃∞
j=0M≤ t − 1, j and ρ≤ t such that ρ≤ t, j = ρ≤ t|M≤ t − 1, j

. Thus

obtain the diagram of the Figure 2.5.

Ht+1(M≤ t − 1) Ht+1(A)

Ht+1(M≤ t − 1, 0)

Ht+1(M≤ t − 1, 1)

...

Ht+1(M≤ t)

?

Ht+1(i1)

-
Ht−1(ρ≤ t − 1)

?

Ht+1(i1)

�
��

�
��

��*

Ht+1(ρ≤ t − 1, 0)

�
�
�
�
�
�
�
�
���

Ht+1(ρ≤ t − 1, 1)

�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
��

Ht+1(ρ≤ t)

Figure 2.5.

We note that this problem occurs already from M≤ 0 to obtain M≤ 1. Now we see that the map

Ht+1(ρ≤ t) : Ht+1(M≤ t)→ Ht+1(A) is injective:

[ρ≤ t(m)] = 0⇒ There is j such that [ρ≤ t − 1, j(m)] = 0

⇒ [m] ∈ Ker(Ht+1(ρ≤ t − 1, j))

⇒ [m] ∈ Ker(Ht+1(i1)) (see 2.2.4)

⇒ [m] ∈ Ht+1(Mt − 1, j + 1) and [m] = 0

⇒ [m] ∈ Ht+1(Mt) and [m] = 0.

Moreover, Ht(ρ≤ t − 1, j) is a isomorphism for all j ≥ 0, so is Ht(ρ≤ t). In fact if Ht(ρ≤ t)([m]) = 0

then [ρ≤ t − 1, j(m)] = 0 and therefore [m] = 0; on the other hand, if [a] ∈ Ht(A), then there exists

[m] ∈ Ht(M≤ t − 1, j) such that ρ≤ t − 1, j([m]) = [a], so ρ≤ t([m]) = [a].
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We conclude that, ρ≤ t : M≤ t → A is a t-minimal model:

M≤ 0 = k ⊂M≤ 0, 0 ⊂M≤ 0, 1 ⊂ · · · ⊂M≤ 1 =

∞⋃
j0=0

M0,j0

M≤ 1 ⊂M≤ 1, 0 ⊂M≤ 1, 1 ⊂ · · · ⊂M≤ 2 =

∞⋃
j1=0

M1,j1

...

M≤ t − 1 ⊂M≤ t − 1, 0 ⊂M≤ t − 1, 1 ⊂ · · · ⊂M≤ t − 1, n ⊂ · · · ⊂M≤ t =

∞⋃
j

M≤ t − 1, j

Finally, the unionM =
⋃∞
i M≤ i of all these i-minimal models becomes a Sullivan minimal algebra,

as we saw in the case H1(A) = 0.

2.3 Minimal model and Twisting cohomology

From the proof of Theorem (2.1.2) (section 2.2) we obtain a minimal model of A denoted by

ρ : M → A, so that M is a Sullivan minimal algebra. In Remark (2.1.1) we showed that a Sullivan

minimal algebra is a Sullivan decomposable algebra. It follows that, if M is of finite type from

Theorem (1.5.1) we can determine M by a Lie algebra and a sequence of the twisted cohomology

class.

Now we remark that, from the definition of minimal model of A, if H(A) is of finite type then H(M)

is of finite type. Moreover by the construction carried out in the proof of Sullivan’s Theorem for

the case H1(A) = 0 each extension as in Definition (2.1.1) is a Hirsch extension, we have the

following Theorem.

Theorem 2.3.1. Let A be a dga such that H(A) is of finite type, with H0(A) = k and H1(A) = 0;

then there is ρ : M → A, a minimal model of A, such that M is of finite type.

Proof. From the proof of Sullivan Theorem, we have M = Λ(V 1 ⊕ · · · ⊕ V t ⊕ · · · ) with M1 = {0}.
Now, we must show that each V i is finite dimensional.

We argue by induction on i ≥ 0. For i = 0 or i = 1, we proved that V 0 = V 1 = {0}. Let us now

suppose that the result holds for every i ≤ t−1, with t ≥ 1 and prove it when i = t. By construction

ρ≤ t − 1 : M≤ t − 1 → A is a t − 1-minimal model of A where M≤ t − 1 = Λ(V 1 ⊕ · · · ⊕ V t−1). By the

induction hypothesis we have (M≤ t − 1)
t+1 is finite dimensional, then Ker(Ht+1(ρ≤ t − 1)) is finite

dimensional; also Ht(ρ≤ t − 1) is injective then Coker(ρ≤ t − 1) is finite dimensional. Therefore, by

isomorphism (2.2.2) V t ∼= Ker(Ht+1(ρ≤ t − 1))⊕ Coker(Ht(ρ≤ t − 1)) is finite dimensional.
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With the hypothesis of above Theorem, we conclude that M is a Sullivan decomposable algebra,

for which the Lie algebra is the trivial algebra. Thus the t-twisting matrix is:

Θt : V t → M1 ⊗ V t

v 7→ 0

and the t-twisted cohomology class is [ft] ∈ HHom,Θt(V
t; Λ(V 1 ⊕ · · · ⊕ V t−1)) where ft = ε0 with

the notation in the proof of Sullivan Theorem:

ft : V t → (Λ(V 1 ⊕ · · · ⊕ V t−1))t+1

[(ηk, wk)] 7→ ηk

[(0, uj)] 7→ 0

in this case ft = ε0.

Remark 2.3.1. From the proof of Sullivan Theorem for the case H1(A) 6= 0 such that H(A) is of

finite type, we observe that M = Λ(V 1 ⊕ V 2 ⊕ · · · ⊕ V t ⊕ · · · ), where M1 6= 0 and

V i = V i−1,0 ⊕ V i−1,1 ⊕ · · · ⊕ V i−1,ni for some n ∈ N or (2.3.1)

V i = V i,0 ⊕ V i,1 ⊕ · · · (2.3.2)

Let us assume that M≤ t − 1 = Λ(V 1 ⊕ V 2 ⊕ · · · ⊕ V t−1) is a t− 1-minimal model of finite type, this

is, each V i with i ≤ t−1 is finite dimensional by the construction in the of proof of Theorem (2.1.2)

we already know that:

• V t−1,0 ∼= Ker(Ht+1(ρ≤ t − 1))⊕ Coker(Ht(ρ≤ t − 1)) and so V t−1,0 is finite dimensional (as in

the last proof). Moreover If v ∈ V t−1,0, then d(v) ∈ M t+1
≤ t − 1; this is d(v) ∈ M≤ t − 1M≤ t − 1

because M≤ t − 1 is generated by elements of degrees smaller than or equal to t.

• For j 6= 0 the vector space V t−1,j ∼= Ker(Ht+1(ρ≤ t − 1, j − 1)) and so V t−1,j is finite dimen-

sional, since by construction M≤ t − 1, j − 1 is finite dimensional. Also, if v ∈ V t−1,j with j 6= 0,

then

d(v) ∈M t+1
≤ t − 1, j − 1

∼= Λ(V 1 ⊕ · · · ⊕ V t−1 ⊕ V t−1,0 ⊕ · · · ⊕ V t−1,j−1);

this means that d(v) ∈M1
≤ t − 1V

t−1,≤j−1 +M t+1
≤ t − 1. Therefore

d(v) =
∑
γ∈B

θtγ ∧ vγ + av

where {vγ}γ∈B is a basis of V t−1,≤j−1, θtγ ∈M1
≤ t − 1, and av ∈M t+1

≤ t − 1.

We recall that V t−1,0, . . . , V t−1,j−1 are disjunct vector spaces, because by construction

Ht+1(ρ≤ t − 1, k)|Im(Ht+1(i1))

is injective, for k = 1, . . . , j − 1
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For the case in which V t becomes finite dimensional as (2.3.1) we have the twisting matrix Θt

given by:

Θt : V t → M1
≤ t − 1 ⊗ V t

v ∈ V t−1,0 7→ 0

v ∈ V t−1,j 7→
∑
γ∈B

θtγ ⊗ vγ

and the t-twisted cohomology class is [ft] ∈ HHom,Θt(V
t;M≤ t − 1) where:

ft : V t → (M≤ t − 1)
t+1

v ∈ V t−1,0 7→ d(v)

v ∈ V t−1,j 7→ av.

The above two statements, since: for v ∈ V t−1,0, we have

Θt ◦Θt(v) = dΘt(v) = 0, and dΘt(ft)(v) = (d ◦ ft − Φft ◦Θt)(v) = d(d(v)) = 0.

And, for vk ∈ V t−1,j a basic element

0 = d ◦ d(vk) =
∑
γ∈B

d(θtkγ ∧ vγ) + d(avk)

=
∑
γ∈B

(
d(θtkγ) ∧ vγ − θtkγ ∧ d(vγ)) + d(avk)

=
∑
γ∈B

(
d(θtkγ) ∧ vγ − θtkγ ∧ (

∑
l∈B

θtγl ∧ vl + avγ )
)

+ d(avk)

=
∑
γ∈B

(
d(θtkγ)−

∑
l∈B

θtkl ∧ θtlγ
)
∧ vγ −

∑
γ∈B

θtkγ ∧ avγ + d(avk)

Since M≤ t − 1 is free of relations, we have:∑
γ∈B

(
d(θtkγ)−

∑
l∈B

θtkl ∧ θtlγ
)
∧ vγ = 0, (2.3.3)

then, Θt is a twisting matrix and

dΘt(ft)(vk) = (d ◦ ft − Φft ◦Θt)(vk) =
∑
γ∈B
−θkkγ ∧ avγ + d(avk) = 0. (2.3.4)

then, [ft] ∈ HHom,Θt(V
t;M≤ t − 1).

We have the following Theorem.

Theorem 2.3.2. Let A be a dga such that H(A) is of finite type, with H0(A) = k and H1(A) 6= 0;

then there is ρ : M → A, a minimal model of A, such that M = Λ(V 1⊕V 2⊕· · ·⊕V t⊕· · · ). If each

V t is finite dimensional, finite type, then M is characterized by the Lie algebra over the dual space

of V 1 and the sequence of twisted cohomology class [ft] ∈ HHom,Θt(V
t; Λ(V 1 ⊕ · · · ⊕ V t−1)) as

above.
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Example 2.3.1. An example of an algebra satisfying the hypothesis of Theorem (2.3.1) is the

algebra of smooth forms on a simply connected compact manifold X (see Example 1.2.2-4). In-

deed, if A = Ω∗(X) and X is connected then Ker0(A) is the set of constant functions f : X → R.

Furthermore, by the deRham Theorem H∗DR(X) ∼= H∗(X,R), where H∗(X,R) is the singular co-

homology with real coefficients of X then, if X is simply connected H1(A) = 0. The compactness

of X guarantees that H∗DR(X) is of finite type; for more information on this topic see [4] and [23].

The minimal modelMX of A is called the (real) minimal model for the manifoldX, the morphism

ρ : MX → A induces the isomorphism H(ρ) : H(MX)→ H(X,R) (by the deRham Theorem).

We present other example of an algebra satisfying the hypothesis of Theorem (2.3.1) in the chapter

4, section 4.4 (The sine-Gordon Equation) and Theorem (4.4.1).
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Chapter 3

Gauge cohomology and Twisted cohomology

The aim of this chapter is to find properties about twisting matrices determined by certain PDEs

using the fact that they generate a submanifold of a infinite Jet bundle. For this reason we have

compiled in the first section some basic facts about Geometry of Infinite Jets manifold and the Vari-

ational Bicomplex; for this part we refer the reader to [22], [21] and [1]. Besides we introduce the

notion of g-valued differential forms in which g is a Lie algebra. Then, we consider a submanifold

of a infinite Jet bundle determined by PDEs, to finally prove that the horizontal gauge cohomology

studied for Marvan in [12] and [13] is twisted cohomology with coefficients in g. Also we introduce

the notion of a double dgm and we relate it with elements that satisfy a Maurer-Cartan condition.

The last section we give a example of the sl(2)-valued zero curvature representation and generate

the twisting matrix. In the next chapter, we conclude that gauge cohomology of PDEs generate

Sullivan decomposable algebras.

3.1 Geometry of Infinite Jets and the Variational bicomplex

Definition 3.1.1. Let π : E → M be a smooth onto map of manifolds, where dimM = m and

dimE = m + n. Then, π is a bundle if for every p ∈ M there exists a neighborhood W ⊂ M of

p, a manifold F (called a typical fibre of π) and a diffeomorphism t : π−1(W )→ W × F such that

p1 ◦ t = π|π−1(W ). Where p1 : W × F →W denote the projection onto the first component.

We call E the total space, M the basis, π−1(p) the fiber over p and t a local trivialization. The

map π partitions the domain thus: E =
⋃
Ep where Ep = π−1(p).

The last definition tell us that E has a local product structure. Let y : U → Rm+n be a coordinate

system on the open set U ⊂ E; then y is called an adapted coordinate system if, whenever

a, b ∈ U and π(a) = π(b) = p then p1(y(a)) = p1(y(b)) (where p1 : Rm+n → Rm denote as always

projection onto the first component). It is important to underline that an adapted coordinate system

can be constructed from the local product structure, since if x : N → Rm and v : V → Rn are

coordinates system in M and F respectively, where N ⊂W and V ⊂ F , and t : π−1(W )→W ×F
is a local trivialization then

y : t−1(N × V ) ⊂ π−1(W ) → Rm+n

z 7→ (x ◦ p1 ◦ t(z), v ◦ p2 ◦ t(z))
(x ◦ π(z), v ◦ p2 ◦ t(z))

is an adapted coordinate system.

We can write y = (x ◦ π, u), where u = v ◦ p2 ◦ t and p2 : W × F → F denote the projection onto

the second component.
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Conversely, any adapted coordinate system y : U → Rm+n on E yields a coordinate system

x : π(U) → Rm by setting x(p) = p1 ◦ y(a), where a ∈ Ep ∩ U ; this is independent of the choice of

a, since y is adapted coordinate system; thus, in terms of coordinate function of x and y, we have

that (xi ◦ π)(a) = yi(a), for 1 ≤ i ≤ m. The following diagram describes the maps in the above

argument:

U ⊂ Em+n Mm

Rm+n Rm

-π

?

y

?

x

-
p1

We adopt the following notation: If xi are the coordinates functions on M , then the coordinates

functions on E will denoted:

(xi, uα) : U ⊂ Em+n → Rm+n

a 7→ (xi ◦ π(a), uα(a))

(3.1.1)

where 1 ≤ i ≤ m and 1 ≤ α ≤ n. So, the same symbol xi will be used both for a function π(U)→ R
and for the composition U → π(U) → R. The functions xi are called independent variables and

the functions uα dependent variables of the typical fiber.

The following definition is a particular case of a bundle:

Definition 3.1.2. Let π : E →M be a smooth onto map of manifolds. Then π is a trivial bundle if

there exists a manifold F and a diffeomorphism t : E →M × F such that p1 ◦ t = π.

The functions xi are called independent variables and the functions uα dependent variables of the

typical fiber.

Definition 3.1.3. A local section of π is a smooth map φ : W → E, where W is an open subma-

nifold of M , satisfying the condition π ◦ φ = IdW . The set of all local sections of π whose domains

contain p ∈M will be denoted Γp(π).

A map φ : W → E is called a section or a global section if W = M , and the set of all sections

of π is denoted by Γ(π). It may happen that a bundle does not have sections, for example the slit

tangent bundle of S2 (see following Remark, item 4).

The set Γ(π) is a real vector space by defining addition and scalar multiplication as follows: for

φ, ψ ∈ Γ(π) and a ∈ R,

(φ+ ψ)(p) = φ(p) + ψ(p), aφ(p) = aφ(p).

For φ ∈ Γ(π) and for f ∈ C∞(M), we can defined (fφ)(p) = f(p)φ(p) making Γ(π) into a module

over the ring C∞(M).

A section of π may be described in terms of coordinates as follows. If φ ∈ Γ(π) and (x, u) is a
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system of coordinates in E with (xi, uα) coordinate functions around φ(a) ∈ E, then

xi(φ(a)) = (xi ◦ π)(φ(a)) = xi(a), for 1 ≤ i ≤ m

so the first m coordinates of φ(a) are determined by the coordinates of a. Hence only the last n

coordinates determine φ in this coordinate system; these are the real-valued functions

φα = uα ◦ φ, for 1 ≤ α ≤ n,

where in this equality φ actually represents the restriction of the section φ to the domain of the

appropriate coordinate system in M .

As with sections, a local section may be represented in coordinates by the functions uα ◦ φ for

1 ≤ α ≤ n, in which we restrict the section φ ∈ Γp(π) to the domain of the appropriate coordinate

system in W , this is (N ∩W,x|N∩W ), if x : N → Rm is a coordinate system in M . We have the

diagram

E

(xi,uα)
��

π // W ⊆M

xi

��

φ

jj

Rm+n p1 // Rm

Remark 3.1.1.

1. If (E, π,M) is a bundle. A bundle (E′, π′,M) is a sub-bundle of π if E′ ⊂ E is a submanifold

such that the fibers satisfies that Ep ⊂ E′p for each p ∈M .

2. If M and F are manifolds then (M × F, p1,M) is a trivial bundle and we denote it by E =

M × F ; the fiber over p is Ep = {p} × F . Any smooth map φ : M → E which is a section is

the graph of the map f = p2 ◦φ. Thus sections of π are in a natural bijective correspondence

with continuous functions M → F .

3. Let TM =
⋃
p∈M TpM be the tangent manifold of the m-dimensional manifold M , and let

us define the natural projection map τM (vp) = p, with vp ∈ TpM . Then, (TM, τM ,M) form a

bundle such that τ−1
M (p) = TpM is the fiber; TM is called the tangent bundle and the typical

fiber is Rm. A section of the tangent bundle TM →M is a vector field on M .

Now let us consider a bundle (E, π,M) and a adapted coordinate system (xi, uα) on E; then

a vector field X on E (a section in (TE, τE , E) ) is expressed locally by

X =

m∑
i=1

Xi ∂

∂xi
+

n∑
α=1

Y α
∂

∂uα
,

where Xi and Y α are the coordinates of X. As we saw above, these are defined on a

coordinate domain U of E. Therefore if (xi, uα) are coordinates functions define on U then,

for any point a ∈ U , {
∂

∂xi
(a),

∂

∂uα
(a)

}
1≤i≤m, 1≤α≤n

becomes a basis of the tangent space TaE.
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4. Let S2 be the 2-sphere and let T 0S2 be the open subset of TS2 containing all non-zero

tangent vectors. The triple (T 0S, τS2 |T 0S2 , S2) is a bundle called the slit tangent bundle of

S2 with typical fibre R2 − {0}. If φ were a section of this bundle then it would define a vector

field on S2 which was never zero, contradicting the well know theorem stating that all vector

field on S2 must be zero at some point in S2.

5. Associated with the tangent bundle, there is a dual bundle (T ∗M, τ∗M ,M) called the cotan-

gent bundle. Its fibers are the vector spaces T ∗pM = Hom(TpM,R). The sections of τ∗M are

precisely the differential 1-forms on M

σ : M → T ∗M

p 7→ σp : TpM → R.

Locally, a 1-form ω ∈ Ω1(E) (the set of sections in (T ∗E, τ∗E , E)) is expressed (in an adapted

basis) by

σ =

m∑
i=1

σidx
i +

n∑
α=1

εαdu
α.

where σi and εα are the coordinates of σ, this is smooth maps defined in the domain U of

system coordinate (xi, uα) in E, so for any point a ∈ U ,{
dxi(a), duα(a)

}
1≤i≤m, 1≤α≤n

becomes a basis of T ∗aE.

6. Let (T ∗M, τ∗M ,M) be the cotangent bundle with fibres T ∗pM . The bundle with fibres ΛrT ∗pM

(see Example (1.2.1)-5) denoted by (Λr(T ∗M),Λr(τ∗M ),M) where Λr(τ∗M )(wp) = p for wp ∈
ΛrT ∗pM , is called it the r-exterior bundle. A section of this bundle is a differential r-form

in M ,

ω : M → Λr(T ∗M)

p 7→ ωp.

We denote the set of all differential r-forms in M by Ωr(M). If ω ∈ Ωr(E) (the set of sections

in (Λr(T ∗E),Λr(τ∗E), E)). ω is expressed locally by (in an adapted basis)

ω =
∑

i1<···<ik
α1<···<αl
k+l=r

fi1...ikα1...αldx
i1 ∧ · · · ∧ dxik ∧ duα1 ∧ · · · ∧ duαl ,

where fi1...ikα1...αl : U → R is a smooth function in the domain U of a system coordinate

(xi, uα) in E.

Definition 3.1.4. Let π : E →M be a bundle. The k-th Jet manifold of π is the set:

Jkπ = {jkpφ : p ∈M, φ ∈ Γp(π)}

where jkpφ is the equivalence class of the equivalence relation in Γp(π) given by φ ∼ ψ iff

φ(p) = ψ(p) and if (xi, uα) is a adapted coordinate system around φ(p) then

∂|I|(uα ◦ φ)

∂xI

∣∣∣∣
p

=
∂|I|(uα ◦ ψ)

∂xI

∣∣∣∣
p
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for all 1 ≤ |I| ≤ k, where I is a multi-index.

We recall that a multi-index is an m-tuple of natural numbers; the components of I are denoted

by I(i) where 1 ≤ i ≤ m, so (I ± J)(i) = I(i) + J(i); I! =
m∏
i=1

(I(i))!, and |I| =
m∑
i=1

I(i). The

symbol
∂|I|

∂xI
is defined by

m∏
i=1

( ∂
∂xi )

I(i), where the symbol
∏

is composition. We denote by 1j the

multi-index such that 1j(j) = 1 and 1j(i) = 0 for all i 6= j.

It may be proven that Definition (3.1.4) does not depend on the coordinate system used [22].

Let (U, y) be an adapted coordinate system on E, where y = (xi, uα) for 1 ≤ i ≤ m and 1 ≤ α ≤ n.

It induces a coordinate system (Uk, yk) on Jkπ defined by:

Uk = {jkpφ : φ(p) ∈ U}, yk = (xi, uα, uαI ) for 1 ≤ i ≤ m, 1 ≤ α ≤ n and 1 ≤ |I| ≤ k (3.1.2)

where:

xi : Uk → R
jkpφ 7→ xi(p)

uα : Uk → R
jkpφ 7→ uα(φ(p))

uαI : Uk → R

jkpφ 7→ ∂|I|(uα◦φ)

∂xI

∣∣∣
p
.

In multi-index notation uαI = uα(I(1),...,I(m)) where the component I(i) represents the number of

occasions that uα ◦ φ is derived with respect to xi. In the following example, we introduce the

notation symmetric indices that will also we use for convenience in some cases.

Example 3.1.1. Let π be the trivial bundle (R3×R2, p1, R) with coordinates (x1, x2, x3;u1, u2); the

first derivative coordinates on J2p1 are:

u1
(1,0,0), u1

(0,1,0), u1
(0,0,1), u2

(1,0,0), u2
(0,1,0), u2

(0,0,1),

and the second derivative are

u1
(2,0,0), u

1
(1,1,0), u

1
(1,0,1), u

1
(0,2,0), u

1
(0,1,1), u

1
(0,0,2), u

2
(2,0,0), u

2
(1,1,0), u

2
(1,0,1), u

2
(0,2,0), u

2
(0,1,1), u

2
(0,0,2).

In some cases, we will use the notation of symmetric indices, so the first derivative coordinates

would be written as

u1
x1 , u1

x2 , u1
x3 , u2

x1 , u2
x2 , u2

x3 ,

an the second derivative coordinates as

u1
x1x1 , u1

x1x2 , u1
x1x3 , u1

x2x2 , u1
x2x3 , u1

x3x3 , u2
x1x1 , u2

x1x2 , u2
x1x3 , u2

x2x2 , u2
x2x3 , u2

x3x3 .

In general, the coordinate uαI can be written as,

uα
xi1xi2 ...xil

: Uk → R
jkpφ 7→ ∂l(uα◦φ)

∂xi1∂xi2 ···∂xil

∣∣∣
p
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for 0 ≤ l ≤ k, where 1 ≤ i1 ≤ i2 ≤ · · · ≤ il ≤ m. Then, the coordinate functions in (3.1.2) can be

written as:

yk = (xi, uα, uαxi , . . . , u
α
xi1xi2 ...xik ) for 1 ≤ i ≤ m, 1 ≤ α ≤ n and 1 ≤ i1 ≤ i2 ≤ · · · ≤ ik ≤ m.

(3.1.3)

Jkπ is a manifold of dimension m + n + n(
(
m+k
k

)
− 1). The projection πk : Jkπ → M such that

jkpφ 7→ p induces a fiber bundle structure (Jkπ, πk,M). We also have the projections (for 1 ≤ l < k):

πk,0 : Jkπ → E

jkpφ 7→ φ(p)

πk,l : Jkπ → J lπ

jkpφ 7→ jlpφ

which allow us to consider the bundle (Jkπ, πk,l, J
lπ) if 0 ≤ l < k.

Definition 3.1.5. Let π : E →M be a bundle. The infinite Jet manifold of π is the set

J∞π = {j∞p φ : p ∈M, φ ∈ Γp(π)},

where j∞p φ is the equivalence class of the equivalence relation in Γp(π) given by φ ∼ ψ if

φ(p) = ψ(p) and if (xi, uα) is a adapted coordinate system around φ(p) then

∂|I|(uα ◦ φ)

∂xI

∣∣∣∣
p

=
∂|I|(uα ◦ ψ)

∂xI

∣∣∣∣
p

for all 1 ≤ |I| <∞ and 1 ≤ α ≤ n.

It is possible to show that the particular choice of coordinate system in the last definition does not

matter, we refer the reader to reference [22].

Let (U, y) be an adapted coordinate system on E, where y = (xi, uα). We induce a coordinate

system (U∞, y∞) on J∞π as follows:

U∞ = {j∞p φ : φ(p) ∈ U, φ ∈ Γp(π)}, y∞ = (xi, uα, uαI ) for 1 ≤ i ≤ m, 1 ≤ α ≤ n and 1 ≤ |I| <∞
(3.1.4)

where:

xi : U∞ → R
j∞p φ 7→ xi(p)

uα : U∞ → R
j∞p φ 7→ uα(φ(p))

uαI : U∞ → R

j∞p φ 7→ ∂|I|(uα◦φ)

∂xI

∣∣∣
p
.

Then, the coordinate functions y∞ in (3.1.4) can be represented by:

y∞ = (xi, uα, uαxi , . . . , u
α
xi1xi2 ...xik , . . .) for 1 ≤ i ≤ m, 1 ≤ α ≤ n and 1 ≤ i1 ≤ i2 ≤ · · · ≤ ik ≤ m.

(3.1.5)

J∞π is an infinite-dimensional manifold, for this generalization see [3]; the projection

π∞ : J∞π →M , j∞p φ 7→ p makes (J∞π, π∞,M) a bundle. As above, we also have the projections:

π∞,0 : J∞π → E

j∞p φ 7→ φ(p)

π∞,l : J∞π → J lπ

j∞p φ 7→ jlpφ
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Let f : J∞π → R be a real-valued function on J∞π. We say that f is smooth if f is factored

through some finite-order Jet bundle Jkπ, that is, if there is a function f̂ : Jkπ → R such that f =

f̂ ◦π∞,k, where π∞,k : J∞π → Jkπ is such that π∞,k(j∞p φ) = jkpφ. Therefore, if f ∈ C∞(J∞π) and

f = f̂ ◦ π∞,k for f̂ on Jkπ, then on each coordinate neighborhood U∞ and each point j∞φ ∈ U∞

with k-jet coordinates given by the expression in (3.1.2), we have

f(j∞p ) = f̂(xi, uα, uαI ), where |I| ≤ k.

We call k the order of f . if f is of order k, then it also is of any order greater that k

Let φ be a local section of π with domain W ⊂M ; the infinite prolongation of φ is the map:

j∞φ : W → J∞π

p 7→ j∞p φ.

Note that j∞φ is a local section of (J∞π, π∞,M). We say that j∞φ is an holonomic section,

to distinguish it from arbitrary section which do not need to be prolongations of local sections of

(E, π,M). To find the coordinate representation of j∞φ, we must examine its composition with the

coordinate functions uα and uαI for 1 ≤ |I| <∞:

uα ◦ j∞φ(p) = uα(j∞p φ) = uα ◦ φ(p),

uαI ◦ j∞φ(p) = uαI (j∞p φ) =
∂|I|(uα ◦ φ)

∂xI

∣∣∣∣
p

.

The coordinate representation of j∞φ is therefore
(
uα ◦ φ, ∂

|I|(uα◦φ)
∂xI

)
for 1 ≤ |I| <∞.

Henceforth, if |I| = 0 then ∂|I|

∂xI
is the identity operator. Thus, in (3.1.2) and (3.1.4) the coordinate

functions would be written respectively as:

yk = (xi, uαI ) for 0 ≤ |I| ≤ k, y∞ = (xi, uαI ) for 0 ≤ |I| <∞.

A smooth vector field X on J∞π is a formal series of the form:

X =

m∑
i=1

Ai
∂

∂xi
+

∞∑
|I|=0

n∑
α=1

BαI
∂

∂uαI
,

in which Ai, BαI are smooth functions on U∞, where (U∞, y∞) is a coordinate system on J∞π.

A differential r-form ω on J∞π has not necessarily a finite number of terms [22] (Page 206, Exam-

ple 7.2.13), but we will use a more restricted notion of differential forms (which is in agreement

with our notion of smooth functions). We say that ω is called a r-form of finite order k, if it is the

pull-back of a differential form on Jkπ this is ω ∈ π∗∞,k(Ωr(Jkπ)) for some k ∈ N, in which

π∗∞,k : Ωr(Jkπ) → Ωr(J∞π)

ω̂ 7→ π∗∞,k(ω̂) : J∞π → Λr(T ∗J∞π)

p 7→ ω̂p(Dπ∞,k(j∞p φ)(v1), . . . , Dπ∞,k(j∞p φ)(vr)).
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where Dπ∞,k is the differential of π∞,k, it is calculated formally, writing vi as the derivative of a

curve, vi ∈ Tj∞p φJ
∞π for 1 ≤ i ≤ r. .

In local coordinates a 1-form σ on J∞π of order k, for instance, takes the form:

σ =

m∑
i=1

σidx
i +

k∑
|I|=0

n∑
α=1

εIαdu
α
I , (3.1.6)

where σi and εIα are smooth functions on U∞ of order ≤ k and |I| ≤ k.

Also, a p-form ω on J∞π of order k in local coordinates, is a finite sum of terms of the type:

Adxi1 ∧ · · · ∧ dxia ∧ duα1

I1
∧ · · · ∧ duαbIb ,

where a + b = p and the coefficient A is a smooth function on U∞ which depends of xi and uαI ,

with |I| ≤ k and |Ij | ≤ k for 1 ≤ j ≤ b.

For example, if the coordinates of J∞π are y∞ = (x, u, ux, uxx, . . . uxxx···x, . . .) then, uxxdx ∧ dux
is a 2-form and uxduxxx ∧ dx is a 2-form of order 3.

The exterior differentiation d : Ωp(J∞π) → Ωp+1(J∞π) is defined via representatives: If ω is a p-

form on J∞π represented by ω̂ on Jkπ for some k, then dω is the (p+1)-form on J∞π represented

by dω̂. In local coordinates, the differential df of a function f of order k is given by:

df =

m∑
i=1

∂f

∂xi
dxi +

k∑
|I|=0

n∑
α=1

∂f

∂uαI
duαI . (3.1.7)

If σ ∈ Ω(J∞π), we say that σ is a contact form if the pull-back of σ by holonomic sections j∞φ

satisfies that

(j∞φ)∗(σ) = 0 (3.1.8)

for all local section φ of E. In local coordinates a contact one-form may be written as a finite sum

of the following kind:

σ =

k∑
|I|=0

n∑
α=1

εIα(duαI −
m∑
i=1

uαI+1i
dxi)

for some smooth functions εIα on U∞. In fact,

Dj∞φ(p)

(
∂

∂xj

∣∣∣∣
p

)
=
∞∑
i=1

∂(yi ◦ j∞φ ◦ x−1)

∂xj
(x(p))

∂

∂yi

∣∣∣∣
j∞p φ

=

m∑
i=1

∂(xi ◦ j∞φ ◦ x−1)

∂xj
(x(p))

∂

∂xi

∣∣∣∣
j∞p φ

+

∞∑
|I|=0

m∑
α=1

+
∂(uαI ◦ j∞φ ◦ x−1)

∂xj
(x(p))

∂

∂uαI

∣∣∣∣
j∞p φ

=
∂

∂xj

∣∣∣∣
j∞p φ

+

∞∑
|I|=0

n∑
α=1

∂

∂xj

∣∣∣∣
p

(
∂(uαI ◦ φ)

∂xI

)
∂

∂uαI

∣∣∣∣
j∞p φ

=
∂

∂xj

∣∣∣∣
j∞p φ

+

∞∑
|I|=0

n∑
α=1

uαI+1j
(j∞p φ)

∂

∂uαI

∣∣∣∣
j∞p φ

.
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We have from equality (3.1.6) and property (3.1.8) that:

0 = (j∞φ)∗(σ)(

(
∂

∂xj

∣∣∣∣
p

)
= σj∞p φ

(
Dj∞φ(p)

(
∂

∂xj

∣∣∣∣
p

))
= σj +

k∑
|I|=0

n∑
α=1

εIα
(
uαI+1j

(j∞p φ)
)
;

therefore,

σ =

m∑
i=1

(
−

k∑
|I|=0

n∑
α=1

σIα
(
uαI+1i

(j∞p φ)
))
dxi +

k∑
|I|=0

n∑
α=1

σIαdu
α
I

=

k∑
|I|=0

n∑
α=1

εIα (duαI −
m∑
i=1

uαI+1i
dxi).

We define the basic contact one-forms: θαI as θαI = duαI −
m∑
i=1

uαI+1i
dxi, where |I| = 0, 1, 2, . . .,

and we call |I| the order of the contact form θαI , even though this form is defined on a coordinate

neighborhood of J |I|+1π. So, we have:

d(θαI ) = d(duαI −
m∑
i=1

uαI+1i
dxi)

= −(

m∑
i=1

d(uαI+1i
) ∧ dxi)

= −(

m∑
i=1

(θαI+1i
+

m∑
j=1

uαI+1i+1j
dxj) ∧ dxi)

= −
m∑
i=1

θαI+1i
∧ dxi −

m∑
i=1

m∑
j=1

uαI+1i+1j
dxj ∧ dxi

= −
m∑
i=1

θαI+1i
∧ dxi.

The last equality is a consequence of the fact that uI+1i+1j = uI+1j+1i and dxj∧dxi = −dxi∧dxj .

For example, with respect to the coordinates (x, y, u) on p1 : R3 → R2, the contact 1-forms of order

zero and one are:

In multi-index notation: θ = du− u(1,0) dx− u(0,1) dy and

θ(1,0) = du(1,0) − u(2,0) dx− u(1,1) dy; θ(0,1) = du(0,1) − u(1,1) dx− u(0,2) dy.

And in symmetric indices notation: θ = du− ux dx− uy dy; and

θx = dux − uxx dx− uxy dy; θy = duy − uxy dx− uyy dy.

We define the variational bicomplex after [1]. We consider Ωr,s(J∞π) as the subspace of

Ωp(J∞π) such that if ω ∈ Ωr,s(J∞π) then it can be written as a finite sum of term of the form

Adxi1 ∧ · · · ∧ dxir ∧ θα1

I1
∧ · · · ∧ θαsIs with r + s = p, (3.1.9)
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where A is a smooth function over U∞.

We have the direct sum decomposition Ωp(J∞π) =
⊕

r+s=p Ωr,s(J∞π), and for any non-negative
integers r and s such that r + s = p, we let πr,s : Ωp(J∞π) → Ωr,s(J∞π) be the projection map.

Moreover, the substitution of duαI = θαI +
m∑
i=1

uαI+1i
dxi into the equality (3.1.7) leads to:

df =

m∑
i=1

( ∂f
∂xi

+

k∑
|I|=0

n∑
α=1

∂f

∂uαI
uαI+1i

)
dxi

︸ ︷︷ ︸
dH (f)∈Ω1,0(J∞π)

+

k∑
|I|=0

n∑
α=1

∂f

∂uαI
θαI︸ ︷︷ ︸

dV (f)∈Ω0,1(J∞π)

:= dHf + dV f (3.1.10)

The component of dH(f) with respect to dxi, denoted by Dxi(f) is called the total derivative of f
with respect to xi. Thus,

dH(f) =

m∑
i=1

Dxi(f)dxi and Dxi =
∂

∂xi
+

k∑
|I|=0

n∑
α=1

uαI+1i

∂

∂uαI
. (3.1.11)

In symmetric indices notation:

Dxi = ∂
∂xi +

n∑
α=1

(
uαxi

∂
∂uα +

∑
1≤i1≤m

uα
xixi1

∂
∂uα

xi1

+
∑

1≤i1≤i2≤m
uα
xixi1xi2

∂
∂uα

xi1xi2

+ · · ·

+
∑

1≤i1≤i2≤···≤ik≤m
uα
xixi1xi2 ...xik

∂
∂uα

xi1xi2 ...xik

) (3.1.12)

and

dV (f) =
n∑
α=1

(
∂f
∂uα θ

α +
∑

1≤i1≤m

∂f
∂uα

xi1

θα
xi1

+
∑

1≤i1≤i2≤m

∂f
∂uα

xi1xi2

θα
xi1xi2

+ · · ·

+
∑

1≤i1≤i2≤···≤ik≤m

∂f
∂uα

xi1xi2 ...xik

θα
xixi1xi2 ...xik

)
.

(3.1.13)

We have d(Ωr,s(J∞π)) ⊂ Ωr+1,s(J∞π)⊕Ωr,s+1(J∞π) and therefore we can write d = dH + dV , in

which:

dH : Ωr,s(J∞π) → Ωr+1,s(J∞π)

ω 7→ πr+1,s(d(ω))

dV : Ωr,s(J∞π) → Ωr,s+1(J∞π)

ω 7→ πr,s+1(d(ω))

Of course, d ◦ d = 0 implies that dH ◦ dH = dV ◦ dV = 0 and dH ◦ dV + dV ◦ dH = 0. The

operators dH and dV are differentials called horizontal and vertical differentials respectively. As

d(dxi) = 0, we have dH(dxi) = 0 and also dV (dxi) = 0; on the other hand dH(θαI ) =
m∑
i=1

dxi∧θαI+1i
,

dV (θαI ) = 0 and dH(uαI ) =
m∑
i=1

uαI+1i
dxi, dV (uαI ) = θαI .

We conclude that, if ω = fdxi1 ∧ · · · ∧ dxir ∧ θα1

I1
∧ · · · ∧ θαsIs then its differential satisfies:

50



d(ω) = (dH(f) + dV (f)) ∧ (dxi1 ∧ · · · ∧ dxir ∧ θα1
I1
∧ · · · ∧ θαsIs ) + f ∧ d(dxi1 ∧ · · · ∧ dxir ∧ θα1

I1
∧ · · · ∧ θαsIs )

= dH(f) ∧ (xi1 ∧ · · · ∧ dxir ∧ θα1
I1
∧ · · · ∧ θαsIs ) + f ∧ dH(dxi1 ∧ · · · ∧ dxir ∧ θα1

I1
∧ · · · ∧ θαsIs )︸ ︷︷ ︸

dH (w)∈Ωr+1,s(J∞π)

+ dV (f) ∧ (dxi1 ∧ · · · ∧ dxir ∧ θα1
I1
∧ · · · ∧ θαsIs )︸ ︷︷ ︸

dV (ω)∈Ωr,s+1(J∞π)

Now we introduce two algebraic structures that we will use later:

Definition 3.1.6. A bigraded dgm over a ring k is a dgm (M,d) over k, together with a direct

sum decomposition M =
⊕
Mp,q such that d(Mp,q) ⊂Mp+1,q ⊕Mp,q+1.

The bidegree of x ∈ Mp,q is |x| = (p, q), and its total degree is |x| = p + q. A bigraded

dga over a ring k is a dga (A, d) over k, which is a bigraded dgm over k and satisfies that

Ap,qAp
′,q′ ⊂ Ap+p′,q+q′ . The base ring k is consider as a bigraded dga of bidegree(0,0).

Definition 3.1.7. A double dgm is a bigraded dgm (M,d) over k equipped with two differentials

d′ : Mp,q →Mp+1,q and d′′ : Mp,q →Mp,q+1, such that d = d′ + d′′ and d′d′′ + d′′d′ = 0

In this way, a double (c)dga is a bigraded (c)dga which is a double dgm.

Let π : E → M be a bundle and let J∞π be the infinite Jet manifold of π. The space of the diffe-

rential forms on J∞π with exterior product and exterior differential is a bigraded cdga (Ω(J∞π), d)

over R with Ωp(J∞π) =
⊕

r+s=p Ωr,s(J∞π); this bigraded cdga equipped with the horizontal diffe-

rential dH and the vertical differential dV is a double dgm, which is denoted by (Ω∗,∗(J∞π), dH , dV )

and this is called The variational bicomplex for the bundle π : E →M . We have the diagram

...
...

... · · ·
...

...

0 // Ω0,2(J∞π)
dH //

dV

OO

Ω1,2(J∞π)
dH //

dV

OO

Ω2,2(J∞π)
dH //

dV

OO

· · ·
dH // Ωn−1,2(J∞π)

dH //

dV

OO

Ωn,2(J∞π)

dV

OO

0 // Ω0,1(J∞π)
dH //

dV

OO

Ω1,1(J∞π)
dH //

dV

OO

Ω2,1(J∞π)
dH //

dV

OO

· · ·
dH // Ωn−1,1(J∞π)

dV

OO

dH // Ωn,1(J∞π)

dV

OO

0 // R // Ω0,0(J∞π)
dH //

dV

OO

Ω1,0(J∞π)
dH //

dV

OO

Ω2,0(J∞π)
dH //

dV

OO

· · ·
dH // Ωn−1,0(J∞π)

dH //

dV

OO

Ωn,0(J∞π)

dV

OO

Figure 3.1.
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3.2 V -Valued Differential Form

Now we are interested in relating the so-called Linear Gauge Complex [12, 13] to the twisting ma-

trices of the chapter 2. This complex uses g-valued differential forms as elements, where g is a Lie

algebra. Precise definitions follow.

Definition 3.2.1. Let E,M be smooth manifolds, and π : E →M a surjective smooth function. We

say (E, π,M) is a vector bundle of rank n if for every p ∈M

1. Ep = π−1(p) has the structure of an n-dimensional real vector space.

2. For each p ∈M there exists an open neighborhood U of p and a diffeomorphism

tU : π−1(U)→ U × Rn

such that for each point q ∈ U its restriction to π−1(p) gives a linear isomorphism:

tU (π−1(p)) = {p} × Rn.

Note that a vector bundle is a bundle, and tU is a local trivialization. Then we have the definition

of sections as in Definition (3.1.3).

Now suppose there are given two open sets Uα, Uβ with p ∈ Uα ∩ Uβ , and local trivializations

tα : π−1(Uα)→ Uα × Rn, tβ : π−1(Uβ)→ Uβ × Rn; then the composition map:

tα ◦ t−1
β : (Uα ∩ Uβ)× Rn → (Uα ∩ Uβ)× Rn

can be written in the form:

tα ◦ t−1
β (p, v) = (p, gαβ(p)(v)).

Here gαβ : Uα ∩ Uβ → GL(n,R), this is tα ◦ t−1
β : {p} × Rn → {p} × Rn is a linear isomorphism

(where GL(n,R) is the Lie group of invertible real matrices n × n). The map gαβ is smooth and

expresses the “shift” of the two trivializations on Uα ∩ Uβ . It is called a transition function.

Definition 3.2.2. Let M be a smooth manifold and V a fixed real vector space of dimension n.

(M × V, p1,M) is a trivial vector bundle of rank n over M .

As we saw in the Remark (3.1.1-2), we can identify the set of all sections of p1 with C∞(M,V ),

the set of continuous functions M → V . Besides, if g ∈ C∞(M,V ) then g(p) =
n∑
i=1

λi(p)vi,

where λi(p) ∈ R. Thus we define smooth functions λi : M → R such that λi(p) = λi(p) for each

i = 1, . . . , n; therefore

g =

n∑
i=1

λivi. (3.2.1)

By identification of vi with the constant map gi : M → V such that gi(p) = vi for i = 1, . . . , n, we

can write

g =

n∑
i=1

λigi. (3.2.2)
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Theorem 3.2.1. Let V be a real vector space of dimension n and M be a smooth manifold of

dimension m. Then C∞(M,V ) ∼= C∞(M)⊗R V .

Proof. This isomorphism can be obtained as follows: for every p ∈M , let us define the map

γ : C∞(M)× V → C∞(M)⊗R V

(f, v) 7→ γ(f, v) : M → V

p 7→ f(p)v

since C∞(M,V ) is a real vector space and γ is a bilinear map, then by applying the universal

property of the tensor product for vector space, there exists a unique linear map γ̃ such that the

following diagram is commutative:

C∞(M)× V Π //

γ
((

C∞(M)⊗R V

γ̃

��

C∞(M,V )

let g ∈ C∞(M,V ); then, from the equation (3.2.1) g =
n∑
i=1

λivi and γ̃ is an isomorphism with

inverse

ρ̃ : C∞(M,V ) → C∞(M)⊗R V

g 7→
n∑
i=1

λi ⊗ vi.

Indeed, ρ̃ is linear map and satisfies that: γ̃ ◦ ρ̃(g) = γ̃(
n∑
i=1

λi ⊗ vi) =
n∑
i=1

γ(λi, vi) = g, the last

equality since γ(λi, vi)(p) = λi(p)vi. And, ρ̃ ◦ γ̃(f ⊗ vi) = ρ̃ (fvi) = f ⊗ vi.

This Theorem allows us to conclude, that for the trivial bundle (M ×V, p1,M) the set of all sections

of p1 satisfy that Γ(p1) ∼= C∞(M)⊗R V .

Remark 3.2.1.

1. The tangent bundle τM : TM → M and the cotangent bundle τ∗M : T ∗M → M (see Remark

3.1.1) are vector bundles, with local trivializations tU and tU given respectively as follows: If

we have a coordinate system ϕ : U → Rm and coordinate functions ϕi : U → R then

tU : τ−1
M (U) → U × Rm

vp 7→ (τM (vp), Dpϕ(vp))

and

tU : (τ∗M )−1(U) → U × Rm

ηp 7→ (τ∗M (ηp), ∂ϕ(ηp))
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where

∂ϕ : T ∗pU → Rm

ηp 7→ ( ∂f
∂ϕ1

∣∣∣
p
, . . . , ∂f

∂ϕm

∣∣∣
p
)

for f : U → R a smooth function such that Dpf = η and ∂f
∂ϕi

∣∣∣
p

= Dϕ(p)(f ◦ ϕ−1)(ei). For

example if ηp = δij : TpU → Rn, this is δij( ∂
∂ϕi (p)) = 1 and δij(

∂
∂ϕj (p)) = 0 for i 6= j, then

f = ϕi.

2. Let (E, π,M) and (F, ρ,M) be vector bundles with fibres Ep, Fp respectively. The tensor

bundle of π and ρ is the vector bundle with fibres Ep⊗Fp and it is denoted (E⊗F, π⊗ρ,M).

Moreover, the r-fold alternating product of π is the vector bundle with fibres Λr(Ep) (see

1.2.1-5) and it is denoted by (Λr(E),Λr(π),M). So, as in the Remark (3.1.1), the r-exterior

bundle (Λr(T ∗M),Λr(τ∗M ),M) is a vector bundle.

Definition 3.2.3. Let V be a n-dimensional real vector space, and (M×V, p1,M) be a trivial vector

bundle of rank n over am-dimensional manifoldM . A r-form onM with values in V , or a V -valued

differential form of degree r, is a section of the vector bundle

(Λr(T ∗M)⊗ (M × V ),Λr(τ∗M )⊗ p1,M).

The set of all r-forms with values in V is denoted by Ωr(M,V ). This is a generalization of the set

of the sections of the vector bundle (Λr(T ∗M),Λr(τ∗M ),M) which we denoted by Ωr(M).

We now introduce a new notation: for W , V vector spaces, Ar(W,V ) is the vector space of all

alternating r-multilinear maps, that is, the space of r-multilinear maps f : W ×W × · · · ×W︸ ︷︷ ︸
r−times

→ V

such that for all σ in the permutation group Sr,

f(wσ(1), . . . , wσ(r)) = (sgnσ)f(w1, . . . , wr),

in which sgnσ is the sign of σ.

In the case V = R, we denoted this set in the Example (1.2.1) item 5, by Ar(W ).

With respect to the notations introduced so far, we prove the following theorem, which describes

the r-forms on M with values in V in terms of the r-forms on M and the sections of the trivial

bundle (M × V, p1,M).

Theorem 3.2.2. Let V be a real vector space of dimension n and M be a smooth manifold of

dimension m. Then, for every p ∈M , we have:

1. Ar(TpM)⊗ V ∼= Ar(TpM,V ) of real vector spaces,

2. Ωr(M)⊗C∞(M) C
∞(M,V ) ∼= Ωr(M,V ) of C∞(M)-modules,

3. Ωr(M)⊗R V ∼= Ωr(M,V ) of real vector spaces.

54



Proof. The first isomorphism can be obtained as follows: for every p ∈M , let us define the map

ϕ : Ar(TpM)× V → Ar(TpM,V )

(h, v) 7→ ϕ(h, v) : TpM × · · · × TpM → V

(ξ1, . . . , ξr) 7→ h(ξ1, . . . , ξr)v.

SinceAr(TpM,V ) is a vector space and ϕ is a bilinear map, then by applying the universal property

of the tensor product for vector spaces, there exists a unique linear map ϕ̃ such that the following

diagram is commutative:

Ar(TpM)× V Π //

ϕ
((

Ar(TpM)⊗ V

ϕ̃

��

Ar(TpM,V )

where Π(h, v) = h⊗ v.

Now, let {vi}ni=1 be a fixed basis of V . If f ∈ Ar(TpM,V ), then

f(ξ1, . . . , ξr) =

n∑
i=1

αi(ξ1, . . . , ξr)vi, where αi(ξ1, . . . , ξr) ∈ R.

Thus we define for each i = 1, . . . , n, the maps

fi : TpM × · · · × TpM︸ ︷︷ ︸
r−times

→ R, such that fi(ξ1, . . . , ξr) = αi(ξ1, . . . , ξr);

therefore

f =

n∑
i=1

fivi, (3.2.3)

where each fi ∈ Ar(TpM). In fact, as f is an alternating map

f(ξσ(1), . . . , ξσ(r)) = (sgnσ)f(ξ1, . . . , ξr), for each ξσ(1), . . . , ξσ(r) ∈ TpM × · · · × TpM︸ ︷︷ ︸
r−times

;

then,
n∑
i=1

fi(ξσ(1), . . . , ξσ(r))vi =
n∑
i=1

(sgnσ)fi(ξ1, . . . , ξr)vi.

Hence, fi(ξσ(1), . . . , ξσ(r)) = (sgnσ)fi(ξ1, . . . , ξr).

We are able to show that ϕ̃ is an isomorphism. From the last fact we define the map ψ̃ by property

(3.2.3):

ψ̃ : Ar(TpM,V ) → Ar(TpM)⊗ V

f 7→
n∑
i=1

fi ⊗ vi

this map is linear and it satisfies: ϕ̃ ◦ ψ̃(f) = ϕ̃(
n∑
i=1

fi ⊗ vi) =
n∑
i=1

ϕ(fi, vi) = f ; the last equality

holds
n∑
i=1

ϕ(fi, vi)(ξ1, . . . , ξr) =
n∑
i=1

fi(ξ1, . . . , ξr)vi. And, ψ̃ ◦ ϕ̃(h⊗ vi) = ψ̃(ϕ(h, vi)) = h⊗ vi, since

ϕ(h, vi)(ξ1, . . . , ξr) = h(ξ1, . . . , ξr)vi. Therefore, ψ̃ = (ϕ̃)−1, and Ar(TpM,V ) ∼= Ar(TpM)⊗ V .
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On the other hand, by definition of vector tensor bundle

Λr(T ∗M)⊗ (M × V ) =
⋃
p∈M

Λr(T ∗pM)⊗
(
{p} × V

)
and as Λr(T ∗pM) ∼= Ar(TpM), we have Λr(T ∗M)⊗ (M × V ) ∼=

⋃
p∈M Ar(TpM)⊗ V ; moreover by

the isomorphism ϕ we can identify

Λr(T ∗M)⊗ (M × V ) ∼=
⋃
p∈M

Ar(TpM,V ). (3.2.4)

For the second part of the theorem, we define the following map:

η : Ωr(M)× C∞(M,V ) → Ωr(M,V )

(ω, g) 7→ η(ω, g) : M →
⋃
p∈M Ar(TpM,V )

p 7→ η(ω, g)p : TpM × · · · × TpM → V

(ξ1, . . . , ξr) 7→ ωp(ξ1, . . . , ξr)g(p).

This map is C∞(M)-bilinear. Hence, by the universal property of the tensor product for modules

there exists a unique linear map η̃ such that the following is a commutative diagram:

Ωr(M)× C∞(M,V )
Π //

η
**

Ωr(M)⊗C∞(M) C
∞(M,V )

η̃

��

Ωr(M,V )

Now, let Θ ∈ Ωr(M,V ); then, from equality (3.2.3) Θp =
n∑
i=1

(Θp)ivi where (Θp)i ∈ Ar(TpM).

Thus, we can define the r-form on M

Θi : M →
⋃
p∈M Ar(TpM)

p 7→ (Θp)i.

By identification of vi with the constant map gi : M → V such that gi(p) = vi for i = 1, . . . , n, we

can write

Θ =

n∑
i=1

Θigi.

Finally, we can deduce that η̃ is an isomorphism with inverse

µ̃ : Ωr(M,V ) → Ωr(M)⊗C∞(M) C
∞(M,V )

Θ 7→
n∑
i=1

Θi ⊗ gi,

since, µ̃ is C∞(M)-linear map and satisfies that η̃ ◦ µ̃(Θ) = η̃(
n∑
i=1

Θi ⊗ gi) =
n∑
i=1

η(Θi, gi) = Θ,

the last equality following from the fact that
n∑
i=1

η(Θi, gi)p(ξ1, . . . , ξr) =
n∑
i=1

(Θi)p(ξ1, . . . , ξr)(gi)(p).

We note that (Θi)p = (Θp)i and gi(p) = vi. From the property (3.2.1) we have µ̃ ◦ η̃(ω ⊗ g) =

µ̃ ◦ η̃(
n∑
i=1

ω ⊗ λigi), and so then µ̃ ◦ η̃(ω ⊗ g) =
n∑
i=1

λiµ̃(η(ω, gi)) = ω ⊗ g, the last equality, holding
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since η(ω, gi) = ωgi.

The thirst part of theorem follows from the second part and the Theorem (3.2.1):

Ωr(M,V ) ∼= Ωr(M)⊗C∞(M) C
∞(M,V ) ∼= Ωr(M)⊗C∞(M) (C∞(M)⊗R V ) ∼= Ωr(M)⊗R V.

The last isomorphism is a consequence of the fact that R is a sub-ring of C∞(M) via the constant

functions and thus this isomorphism is obtained by mappings:

ω ⊗ (f ⊗ v) 7→ ωf ⊗ v, for ω ⊗ (f ⊗ v) ∈ Ωr(M)⊗C∞(M) (C∞(M)⊗R V ), and

ω ⊗ v 7→ ω ⊗ (1⊗ v), for ω ⊗ v ∈ Ωr(M)⊗R V and 1 is the constant map.

This ends the proof.

The isomorphism given in (3.2.4) implies that a V -valued differential form of degree r say ω can

be described as a map

ω : M →
⋃
p∈M Ar(TpM,V )

p 7→ ωp : TpM × · · · × TpM → V

(3.2.5)

Moreover, the last theorem permits us to state that an element in Ωr(M,V ) is a finite linear combi-

nation of tensors of the form ω⊗ v where ω ∈ Ωr(M) and v ∈ V . We define the degree of ω⊗ v as

the degree of ω.

It is possible to define the wedge product of two V -valued forms

∧ : Ωp(M,V )× Ωq(M,V ) → Ωp+q(M,V ⊗ V )

(ω, η) 7→ ω ∧ η : M →
⋃

z∈M Ar(TzM,V ⊗ V )

z 7→ (ω ∧ η)z

(3.2.6)

where

(ω ∧ η)z : TzM × · · · × TzM → V ⊗ V
(ξ1, . . . , ξp+q) 7→ 1

(p+q)!

∑
σ∈Sp+q

sgn(σ)ωz(ξσ(1), . . . , ξσ(p))⊗ ηz(ξσ(p+1), . . . , ξσ(p+q)).

For any vector space V there is a natural exterior differential on the space of V -valued forms,

Thus, if ρ⊗ v ∈ Ωp(M,V )

d(ρ⊗ v) = d(ρ)⊗ v ∈ Ωp+1(M,V ). (3.2.7)

The exterior differential on V -valued forms is completely characterized by the usual relations for

ω, η ∈ Ω(M,V ):

d(d(ω)) = 0, d(ω + η) = d(ω) + d(η).
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g-valued differential forms

If V = g is a Lie algebra one can define a bilinear operation on Ω∗(M, g) by the composite

Ωp(M, g) × Ωq(M, g) → Ωp+q(M, g ⊗ g) → Ωp+q(M, g). Here the first map is the above defined

exterior product, and the second map is induced by the bracket g⊗g→ g of the Lie algebra. Thus,

using (3.2.6), we set

[ , ] : Ωp(M, g)× Ωq(M, g) → Ωp+q(M, g)

(ρ⊗ a, β ⊗ b) 7→ (ρ ∧ β)⊗ [a, b].

(3.2.8)

Since, for z ∈M

[ω, η]z(ξ1, . . . , ξp+q) =
1

(p+ q)!

∑
σ∈Sp+q

sgn(σ)[ωz(ξσ(1), . . . , ξσ(p)), ηz(ξσ(p+1), . . . , ξσ(p+q))].

Thus,

[ρ⊗a, β⊗b]z(ξ1, . . . , ξp+q) =
1

(p+ q)!

∑
σ∈Sp+q

sgn(σ)[ρz(ξσ(1), . . . , ξσ(p))a, ηz(ξσ(p+1), . . . , ξσ(p+q))b] = (ρ∧β)z[a, b].

Furthermore, for ω ∈ Ω1(M, g), z ∈M and ξ1, ξ2 ∈ TzM we have

[ω, ω]z(ξ1, ξ2) =
1

2

(
[ωz(ξ1), ωz(ξ2)]− [ωz(ξ2), ωz(ξ1)]

)
= [ωz(ξ1), ωz(ξ2)]. (3.2.9)

For ω, η, γ ∈ Ω(M, g), this bilinear operation on Ω(M, g) satisfies:

[ω, η] = (−1)|ω||η|+1[η, ω], (3.2.10)

(−1)|ω||γ|[ω, [η, γ]] + (−1)|η||ω|[η, [γ, ω]] + (−1)|γ||η|[γ, [ω, η]] = 0. (3.2.11)

The first equality, since:

[ρ⊗ a, β ⊗ b] = (ρ ∧ β)[a, b]

= (−1)|ρ||β|+1(β ∧ ρ)[b, a]

= (−1)|ω||η|+1[β ⊗ b, ρ⊗ a].

And, the second equality because:

A = (−1)|ω||γ|[ρ⊗ a, [β ⊗ b, ϕ⊗ c]] = (−1)|ω||γ|[ρ⊗ a, β ∧ ϕ⊗ [b, c]]

= (−1)|ρ||ϕ|ρ ∧ (β ∧ ϕ)⊗ [a, [b, c]]

B = (−1)|η||ω|[β ⊗ b, [ϕ⊗ c, ρ⊗ a]] = (−1)|η||ω|[β ⊗ b, ϕ ∧ ρ⊗ [c, a]]

= (−1)|β||ρ|β ∧ (ϕ ∧ ρ)⊗ [b, [c, a]]

= (−1)|β||ρ|(−1)|ϕ||ρ|β ∧ (ρ ∧ ϕ)⊗ [b, [c, a]]

= (−1)|ϕ||ρ|ρ ∧ (β ∧ ϕ)⊗ [b, [c, a]]

C = (−1)|γ||η|[ϕ⊗ c, [ρ⊗ a, β ⊗ b]] = (−1)|γ||η|[ϕ⊗ c, ρ ∧ β ⊗ [a, b]]

= (−1)|ϕ||β|ϕ ∧ (ρ ∧ β)⊗ [c, [a, b]]

= (−1)|ϕ||β|(−1)(|ρ|+|β|)|ϕ|(ρ ∧ β) ∧ ϕ⊗ [c, [a, b]]

= (−1)|ρ||ϕ|ρ ∧ (β ∧ ϕ)⊗ [c, [a, b]]
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A+B + C = (−1)|ρ||ϕ| (ρ ∧ (β ∧ ϕ)⊗ ([a, [b, c]] + [b, [c, a]] + [c, [a, b]])) = 0.

As in the equality (3.2.7) we define the exterior differential on the space of g-valued forms. It

satisfies that:

d([ω, η]) = [d(ω), η] + (−1)|ω|[ω,d(η)], where ω, η ∈ Ω(M, g). (3.2.12)

Indeed,

d([ρ⊗ a, β ⊗ b]) = d(ρ ∧ β)⊗ [a, b]

= (d(ρ) ∧ β + (−1)|ρ|ρ ∧ d(β))⊗ [a, b]

= d(ρ) ∧ β ⊗ [a, b] + (−1)|ρ|ρ ∧ d(β)⊗ [a, b]

= [d(ρ)⊗ a, β ⊗ b] + (−1)|ρ|[ρ⊗ a, d(β)⊗ b].

On the other hand, we note that Ω(M, g) is not a differential graded algebra because the property
(3.2.11) tells us that [ , ] is not associative. But it is a differential graded Lie algebra, because it
satisfies the following definition.

Definition 3.2.4. Let L = {Li}i≥0 be a graded vector space over k. A differential graded Lie algebra is a

graded module M together with a bilinear map of degree zero [ , ] : Li ⊗ Lj → Li+j , x ⊗ y 7→ [x, y], and a

differential d : Li → Li+1 satisfying:

(i) [x, y] = (−1)|x||y|+1[y, x],

(ii) (−1)|x||z|[x, [y, z]] + (−1)|y||x|[y, [z, x]] + (−1)|z||y|[z, [x, y]] = 0,

(iii) and the graded Leibnitz rule d([x, y]) = [d(x), y] + (−1)|x|[x, d(y)].

Matrix-valued differential form

If V is a subalgebra of the space of all n×n real matricesMn×n, (the Lie algebra ofGL(n,R), the Lie group of

invertible n×n matrices over R), then Ω(M,V ) has a multiplication induced by ordinary matrix multiplication:

∧ : Ωp(M,V )× Ωq(M,V ) → Ωp+q(M,V )

(ρ⊗A, β ⊗B) 7→ (ρ ∧ β)⊗AB.

Here, we interpret the function ∧ as the composite of exterior product given by in (3.2.6) and the map induced

by the matrix multiplication, this is Ωp(M,V )× Ωq(M,V )→ Ωp+q(M,V ⊗ V )→ Ωp+q(M,V ). In fact,

(ω ∧ η)z(ξ1, . . . , ξp+q) =
1

(p+ q)!

∑
σ∈Sp+q

sgn(σ) ωzξσ(1), . . . , ξσ(p)) ηz(ξσ(p+1), . . . , ξσ(p+q)). (3.2.13)

Thus,

((ρ⊗A)∧(β⊗B))z(ξ1, . . . , ξp+q) =
1

(p+ q)!

∑
σ∈Sp+q

sgn(σ)ρz(ξσ(1), . . . , ξσ(p))Aηz(ξσ(p+1), . . . , ξσ(p+q))B = (ρ∧β)zAB.

We note that ∧ is associative and it has identity element 1 ⊗ I, where 1 ∈ Ω0(M) is a function

constant, but this multiplication is not necessarily commutative

(ρ⊗A) ∧ (β ⊗B) = ρ ∧ β ⊗AB = (−1)|ρ||β|β ∧ ρ⊗AB.
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Thus with the exterior differential defined in the equation (3.2.8) we have (Ω(M,V ),∧, d) is a dga,

since:

d(ω ∧ η) = d(ω) ∧ η + (−1)|ω|ω ∧ d(η). (3.2.14)

Indeed,

d(ρ⊗A ∧ η ⊗B) = d(ρ ∧ β)⊗AB
= (d(ρ) ∧ β + (−1)|ρ|ρ ∧ d(β))⊗AB
= d(ρ⊗A) ∧ (β ⊗B) + (−1)|ω|(ρ⊗A) ∧ d(β ⊗B).

In this case, we can also define the Lie bracket on V by [A,B] := AB − BA where AB and

BA denote the usual matrix multiplication. Moreover (Ω(M,V ),∧, d) is a differential graded Lie

algebra. And the bracket on Ω(M,V ) defined by the function (3.2.8) satisfies

[ω, η] = ω ∧ η − (−1)|ω||η|η ∧ ω, (3.2.15)

[γ, ω ∧ η] = [γ, ω] ∧ η + (−1)|γ||ω|ω ∧ [γ, η]. (3.2.16)

Therefore, If ω ∈ Ω1(M,V ) then [ω, ω] = 2(ω ∧ ω).

The first equality holds because,

[ρ⊗A, β ⊗B] = ρ ∧ β ⊗ [A,B] = ρ ∧ β ⊗ (AB −BA)

= ρ ∧ β ⊗AB − ρ ∧ β ⊗BA
= (ρ⊗A) ∧ (β ⊗B)− (−1)|ρ||β|(β ∧ ρ)⊗BA
= (ρ⊗A) ∧ (β ⊗B)− (−1)|ρ||β|(β ⊗B) ∧ (ρ⊗A).

And, using (3.2.15), we have the second equality:

[γ, ω ∧ η] = γ ∧ (ω ∧ η)− (−1)|γ||ω∧η|(ω ∧ η) ∧ γ
= (γ ∧ ω) ∧ η − (−1)|γ||ω∧η|ω ∧ (η ∧ γ)

= ([γ, ω] + (−1)|γ||ω|ω ∧ γ) ∧ η − (−1)|γ|(|ω|+|η|)ω ∧ ([η, γ] + (−1)|η||γ|γ ∧ η)

= [γ, ω] ∧ η − (−1)|γ|(|ω|+|η|)ω ∧ [η, γ]

= [γ, ω] ∧ η − (−1)|γ|(|ω|+|η|)(−1)|η||γ|+1ω ∧ [γ, η]

= [γ, ω] ∧ η + (−1)|γ||ω|ω ∧ [γ, η]

Remark 3.2.2. If V is a subalgebra of Mn×nA matrix-valued differential form can be expressed as

a matrix whose entries are differential forms on some manifold M , in the following precise sense:

Let (aij) ∈ V and ρ ∈ Ω(M); if ω = ρ⊗ (aij) ∈ Ω(M,V ), then the component ωij = ρaij . Therefore

the components ij of the matrix exterior product and the matrix differential are respectively

(ω ∧ η)ik =
∑
j

ωij ∧ ηjk and (dω)ij = (dωij).
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3.3 Submanifolds of J∞π determined by a finite system of PDEs of kth or-

der

In this section we observe that a kth order differential equation (hereafter understood as either a

scalar equation or finite system) Ξ = 0, in which Ξ depends on independent variable x1, . . . , xm,

dependent variables u1, . . . , un and a finite number of partial derivatives ∂u
∂xj

, determinate a mani-

fold.

Now, we present some basic constructions following the works of Anderson and Kamran in [2]

and Reyes in [21], for determining this manifold. We start with a second order partial differential

equation, and we end up presenting a generalization of this construction to a system of PDEs of

order kth.

Le us consider a given second-order partial differential equation

Ξ

(
x, y, u,

∂u

∂x
,
∂u

∂y
,
∂2u

∂x∂x
,
∂2u

∂x∂y
,
∂2u

∂y∂y

)
= 0, (3.3.1)

in two independent variables x, y and one depend variable u.

Now, we consider the trivial bundle π : R2 × R → R2, π(x, y, u) = (x, y), then the coordinates on

J2(π) are denoted by y2 = (x, y, u, ux, uy, uxx, uxy, uyy) (see expression 3.1.3).

The equation (3.3.1) define a locus in J2π

LE =
{

(x, y, u, ux, uy, uxx, uxy, uyy) ∈ J2(π) | E (x, y, u, ux, uy, uxx, uxy, uyy) = 0.
}

We restrict this locus to a submanifold S(2) of J2π, and we assume that the function Ξ is smooth

on a neighbourhood of S(2). We further ask that π2 : S(2) → R2 be a sub-bundle of the bundle

π2 : J2π → R2

j2
(p,q)φ 7→ (p, q)

and that the following diagram commutes:

S(2) J2π

R2 R2

?

π2

-i
(2)

?

π2

-id

We can assume that Ξ(x, y, . . . , uyy) = 0 can be solved for one of the variables uxx, uxy, uyy, so

S(2) is defined by a subset of the locus of the equation, for example

uxx + f(x, y, u, ux, uy, uxy, uyy) = 0. (3.3.2)

Then S(2) is a 7-dimensional submanifold of J2(π). This sub-bundle π2 : S(2) → R2 is called the

equation manifold of Ξ = 0.
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The successive prolongations of S2 are defined by the total derivatives of Ξ(x, u, ux, uy, uxx, uxy, uyy)

that is

S(3) =
{
j3
(p,q)φ | j

2
(p,q)φ ∈ S

(2) and (DxΞ)(j3
(p,q)φ) = (DyΞ)(j3

(p,q)) = 0
}

and

S(4) =
{
j4
(p,q)φ | j

3
(p,q)φ ∈ S

(3) and (DxxΞ)(j4
(p,q)φ) = (DxyΞ)(j4

(p,q)φ) = (DyyΞ)(j4
(p,q)φ) = 0

}
and so on. We assume that each S(l+1) (l ≥ 2) is a submanifold of J l+1π which fiber over S(l),

that is, the following diagram is commutative:

S(l+1) J l+1π

S(l) J lπ

?

πl+1,l

-i(l+1)

?

πl+1,l

-i(l)

Let i : S(∞) → J∞π be the infinite prolongation of S(2):

S(∞) =
{
j∞(p,q)φ | j

∞
(p,q)φ ∈ S

(k) and (DIΞ)(j∞(p,q)φ) = 0 for all |I| ≥ 0
}

Locally, S(∞) is the set of infinite jets in J∞π satisfying Ξ(x, y, u, ux, uy, uxx, uxy, uyy) = 0 and all its

total derivatives. And π∞ : S(∞) → R2 is a sub-bundle of π∞ : J∞π → R2, called the full equation

manifold of Ξ = 0.

Let u be a local solution to (3.3.1) then we obtain a section of π : R2 × R → R given by the graph

of u,

φ : W → W × R
(p, q) 7→ (p, q, u(p, q)).

Thus, a local solution of Ξ is a local section of π2 : S2 → R2 which is the 2-prolongation of a local

section φ.

j2φ : W → S2

(p, q) 7→ j2
(p,q)φ

since j2
(p,q)φ ∈ S

(2), in fact:

x : J2π → R

j2
(p,q)φ 7→ x(p, q) = p

y : J2π → R

j2
(p,q)φ 7→ y(p, q) = q

u : J2π → R

j2
(p,q)φ 7→ u ◦ φ(p, q) = u(p, q)

ux : J2π → R

j2
(p,q)φ 7→ ∂(u◦φ)

∂x = ∂u
∂x (p, q)

uy : J2π → R

j2
(p,q)φ 7−→ ∂(u◦φ)

∂y = ∂
∂yu(p, q)

uxx : J2π → R

j2
(p,q)φ 7−→ ∂(u◦φ)

∂xx = ∂u
∂xx (p, q)

uxy : J2π → R

j2
(p,q)φ 7−→ ∂(u◦φ)

∂xy = ∂u
∂xy (p, q)

uyy : J2π → R

j2
(p,q)φ 7→ ∂(u◦φ)

∂yy = ∂u
∂yy (p, q).
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A local smooth solution of Ξ is a local section of the full equation manifold of Ξ, π∞ : S(∞) → R2,

which is the infinite prolongation of a local section of π : R2 × R→ R2

φ : W → W × R
(p, q) 7→ (p, q, u(p, q))

j∞π : W → J∞π

(p, q) 7→ j∞(p,q)φ

Finally, the vector fields and differential forms on S(k) and S(∞) are defined via pull-back by the

canonical inclusions i(k) : Sk → Jkπ, i : S(∞) → J∞π. Thus, for instance, if σ ∈ J∞π is a contact

form then i∗(σ) is a contact form in S(∞). Then differential forms on S(∞) can now be bi-graded as

in (3.1.9). And we have the following definition.

Definition 3.3.1. The variational bicomplex for the bundle π∞ : S(∞) → R2 is the pull-back by

the inclusion i : S(∞)→J∞π of the variational bicomplex (Ω∗,∗(J∞π), dH , dV ) to S(∞). We have the

diagram:

...
...

... · · ·
...

...

0 // Ω0,2(S(∞))
dH //

dV

OO

Ω1,2(S(∞))
dH //

dV

OO

Ω2,2(S(∞))
dH //

dV

OO

· · ·
dH // Ωn−1,2(S(∞))

dH //

dV

OO

Ωn,2(S(∞))

dV

OO

0 // Ω0,1(S(∞))
dH //

dV

OO

Ω1,1(S(∞))
dH //

dV

OO

Ω2,1(S(∞))
dH //

dV

OO

· · ·
dH // Ωn−1,1(S(∞))

dV

OO

dH // Ωn,1(S(∞))

dV

OO

0 // R // Ω0,0(S(∞))
dH //

dV

OO

Ω1,0(S(∞))
dH //

dV

OO

Ω2,0(S(∞))
dH //

dV

OO

· · ·
dH // Ωn−1,0(S(∞))

dH //

dV

OO

Ωn,0(S(∞))

dV

OO

Figure 3.2.

If we write the differential equation as in (3.1.5), the natural coordinates for S(∞) are

(x, y, u, ux, uy, uxy, uyy, . . . , uxyk−1 , uyk , . . .)

The total derivatives with respect x and y on S(∞) (see 3.1.12) are

Dx = ∂
∂x + ux

∂
∂u − f

∂
∂ux

+ uxy
∂
∂uy
−Dyf

∂
∂uxy

+ uxyy
∂

∂uyy
+ · · ·

Dy = ∂
∂y + uy

∂
∂u + uxy

∂
∂ux

+ uyy
∂
∂uy

+ uxyy
∂

∂uxy
+ uyyy

∂
∂uyyy

· · ·

And basic contact one-forms are θI = duI −
2∑
i=1

uI+1idx
i where |I| = 0, 1, 2, . . .
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In symmetric indices notation we have:

θ = du− uxdx− uydy
θx = dux − uxxdx− uxydy = dux + fdx− uxydy
θy = duy − uxydx− uyydy

θxyk−1 = duxyk−1 − uxxyk−1dx− uxykdy
= duxyk−1 − uyk−1xxdx− uxykdy
= duxyk−1 − uyk−1(−f)dx− uxykdy
= duxyk−1 +Dk−1

y (f)dx− uxykdy.

If g = g(x, u, ux, uy, uxy, uyy, . . . , uxyk−1 , uyk) is a smooth function on S(∞), the horizontal derivative

of g (see 3.1.11) is

dH(g) = (Dxg)dx+ (Dyg)dy

and the vertical differential (see 3.1.13) is

dV (g) =
∂g

∂u
θ +

∂g

∂ux
θx +

∂g

∂uy
θy +

∂g

∂uxy
θxy +

∂g

∂uyy
θyy + · · ·

The differentials dH and dV satisfy: dH(dxi) = 0, dV (dxi) = 0, dV (θαI ) = 0, and

dH(θxyk−1) = dH(duxyk−1 +Dk−1
y (f)dx− uxyk dy)

= dH(dHuxyk−1 + dV uxyk−1 + (Dk−1
y )(f)dx− uxykdy)

= dHdV (uxyk−1) + dH(Dk−1
y (f)dx)− dH(uxykdy)

= dHdV (uxyk−1) +Dy(Dk−1
y (f))dy ∧ dx− uxykxdx ∧ dy

= dHdV (uxyk−1) + (Dk
y(f))dy ∧ dx− uykxxdx ∧ dy

= dHdV (uxyk−1) + (Dk
y(f))dy ∧ dx+ (Dk

y(f))dx ∧ dy

= dHdV (uxyk−1)

= −dV dH(uxyk−1)

= −dV (uxxyk−1dx+ uxykdy)

= dV (Dk−1
y (f))dx− θxykdy.

Now we consider the generalization of last construction to a finite system of kth order system of

PDEs

Ξl
(
xi, uα,

∂uα

∂xi
, . . .

∂kuα

∂xi1 . . . ∂xik

)
= 0, (3.3.3)

where l = 1, . . . , r, xi, (1 ≤ i ≤ m) are the independent variables, and uα, (1 ≤ α ≤ n) are

unknown functions.

This system determines a submanifold S(k) of Jkπ, in which π : Rm × Rn → Rm and the functions

Ξl(xi, uα, uαI ) = 0 are smooth on a neighbourhood of S(k), where I is a multi-index with |I| ≤ k

(see discussion after the Definition 3.1.4).
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We also define S(∞) as the submanifold of J∞π constructed thus:

S(k+1) = {jk+1
p φ ∈ Jk+1π : jkpφ ∈ S(k) and (DiΞ

l)(jk+1
p φ = 0, for all i = 1, 2, ...,m}

S(k+2) = {jk+2
p φ ∈ Jk+2π : jk+1

p φ ∈ S(k+1) and (DIΞ
l)(jk+2

p φ = 0, for all |I| ≤ 2}
...

S(∞) = {j∞p (φ) ∈ J∞π : jkpφ ∈ S(k) and (DIΞ
l)(j∞p φ) = 0, for all |I| ≥ 0}

We assume that the tower is well defined, that is, S(l+1), (l ≥ k) is a submanifold of J l+1(π) which

fibers over S(l).
S∞ J∞(π)

S(k+1) Jk+1(π)

S(k) Jk(π)

M

pppp?
-ik ppp?

?
πk+1,k

-ik+1

?
πk+1,k

?
πk

-
ik
�

��+
πk

Below, we present two examples:

Example 3.3.1. Let ∂u
∂t = F (x, t, u, . . . , ∂

ku
∂xk

) be an evolution equation of order k, in two inde-

pendent variables. This equation determines a submanifold S(k) of Jkπ, with π the trivial bundle

π : R2 × R→ R2 The coordinates on Sk are (x, t, u, ux, , uxk), and the coordinates on S(∞) are

(x, t, u, ux, , uxx···x, . . .)

The total derivatives restricted to S(∞) are:

Dx = ∂
∂x + ux

∂
∂u + uxx

∂
∂uxx

+ uxxx
∂

∂uxx
+ · · ·

Dt = ∂
∂t + ut

∂
∂u + uxt

∂
∂ux

+ uxxt
∂

∂uxx
+ · · ·

= ∂
∂t + F ∂

∂u +Dx(F ) ∂
∂ux

+D2
x(F ) ∂

∂uxx
+ · · ·

and the basic contact forms on S(∞) become:

θ = du− uxdx− utdt = du− uxdx− Fdt

θxk = duxk − uxk+1dx− uxk+1tdt = duxk − uxk+1dx−Dk+1
x (F )dt

Example 3.3.2. We consider the system:

∂2u
∂zz2 + ∂2u

∂x∂y + u = 0

∂u
∂x + ∂u

∂t = 0

∂u
∂y − u

2 = 0
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This system defines a locus in J2π, where π : R4 × R→ R4 is de trivial bundle, such that:
uzz + uxy + u = 0

ux + ut = 0

uy − u2 = 0

Thus, S(2) and S∞ have coordinates respectively given by

(x, y, t, z, u, ux, uz, uxx, uxz)

(x, y, t, z, u, ux, uz, uxx, uxz, uxxx, uxxz, uxxxx, uxxxz, . . . , uxk , uxk−1z, . . .)

And, the basic contact one-forms on S∞ are:

θ = du− uxdx− uydy − utdt− uzdz = du− uxdx− u2dy + uxdt− uzdz

θxk = duxk − uxk+1dx− uxkydy − uxktdt− uxkzdz

= duxk − uxk+1dx−Dk
x(u2)dy −Dk

x(−ux)dt− uxkzdz

θxk−1z = duxk−1z − uxkzdx− uxkyzdy − uxkzzdz − uxkztdt

= duxk−1 − uxkzdx−DzD
k
x(u2)dy + (Dk+1

x y + uxk)dz −Dk
x(2uuz)

3.4 Linear Gauge Complex and Twisting matrix

Now we let g be a Lie algebra; we can consider the g-valued forms Ω(J∞π, g) = Ω(J∞π) ⊗R g,

and we have a new double dgm given by Ω(J∞π, g) =
⊕

Ωr,s(J∞π, g) with differentials:

dH : Ωr,s(J∞π, g) → Ωr+1,s(J∞π, g)

ρ⊗ a 7→ dH(ρ)⊗ a,

dV : Ωr,s(J∞π, g) → Ωr,s+1(J∞π, g)

ρ⊗ a 7→ dV (ρ)⊗ a.

By the property (3.2.12) dH([ω, η]) = [dH(ω), η]+(−1)|ω|[ω,dH(η)], and therefore (Ω(J∞π, g), [ , ],dH)

is a differential graded Lie algebra.

Moreover, if g is a subalgebra of Mn×n, from (3.2.14) we have

dH(ω ∧ η) = dH(ω) ∧ η + (−1)|ω|ω ∧ dH(η),

therefore (Ω(M, g),∧,dH) is a dga which is not necessary commutative.

The same is true for the differential dV.

Remark 3.4.1. By the Remark (3.2.2-1) if g is a subalgebra of Mn×n

dH(ω)jk = (dH(ωjk)).
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In particular if f ∈ Ω0(J∞π, g), we have

dH(f)jk =

m∑
i=1

(Dxi(fjk))dxi.

In [12] and [13] Michael Marvan define the pth (linear) Gauge complex, considering a submanifold

S(∞) ⊆ J∞π which is determined by a finite system of PDEs kth order. For this, Michael Marvan

uses the double dgm Ω(S(∞), g) =
⊕

Ωr,s(S(∞), g). In this section we use the notation ε instead

of S(∞).

Definition 3.4.1. A form α ∈ Ω1,0(ε, g) is called a g-valued zero curvature representation for ε

(for short zcr for ε) if α is a Maurer-Cartan element, this is:

dH(α) =
1

2
[α, α].

Give a fixed zcr α, we can consider the linear maps:

adα : Ω(ε, g) → Ω(ε, g)

ω 7→ [α, ω]

∂α : Ω(ε, g) → Ω(ε, g)

ω 7→ dH(ω)− [α, ω]

Then adα(Ωp,q(ε, g)) ⊂ Ωp+1,q(ε, g) for fixed q ≥ 0, ∂α is a differential on the graded module

Ω�,q(ε, g) = {Ωi,q(ε, g)}i≥0 because:

∂α ◦ ∂α(ω) = ∂α(dH(ω)− [α, ω])

= dH(dH(ω)− [α, ω])− [α,dH(ω)− [α, ω]]

= −dH([α, ω])− [α,dH(ω)] + [α, [α, ω]]

= −[dH(α), ω] + [α,dH(ω)]− [α,dH(ω)] + [α, [α, ω]]

= [−dH(α), ω] +
1

2
[[α, α], ω]

= [−dH(α) +
1

2
[α, α], ω]

= 0.

The fifth equality is obtained by means of the properties (3.2.10) and (3.2.11). In fact:

0 = (−1)|α||ω|[α, [α, ω]] + (−1)|α||α|[α, [ω, α]] + (−1)|ω||α|[ω, [α, α]]

= (−1)|ω|[α, [α, ω]]− [α, (−1)|ω||α|+1[α, ω]] + (−1)|ω|[ω, [α, α]]

= (−1)|ω|
(
[α, [α, ω]] + [α, [α, ω]] + [ω, [α, α]]

)
.

Therefore, 2[α, [α, ω]] = −[ω, [α, α]] = −(−1)|ω|(|α|+|α|)+1[[α, α], ω] = [[α, α], ω].

For a fixed q ≥ 0, the complex (Ω�,q(ε, g), ∂α) is called qth-linear complex of ε, or the qth-

differential graded module of ε. The the homology groups (p ≥ 0) Hp,q
α (ε, g) = Ker∂pα/Im∂

p − 1
α
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are called the q-horizontal Gauge cohomology groups with respect to α .

Ω0,q(ε, g) Ω1,q(ε, g) Ω2,q(ε, g) · · ·-∂α -∂α -

Remark 3.4.2.

• (Ω�,q(ε, g), ∂α) is a graded Lie algebra, in fact:

∂α([ω, η]) = dH([ω, η])− [α, [ω, η]]

= [dH(ω), η] + (−1)|ω|[ω,dH(η)]− (−1)|ω|[ω, [α, η]]− [[α, ω], η]

= [dH(ω)− [α, ω], η] + (−1)|ω|([ω,dH(η)− [α, η]])

= [∂α(ω), η] + (−1)|ω|[ω, ∂α(η)].

The second equality is obtained from properties (3.2.10) and (3.2.11); since (−1)|η|[α, [ω, η]]+

(−1)|ω|[ω, [η, α]] + (−1)|η||ω|[η, [α, ω]] = 0, then

−[α, [ω, η]]

= (−1)|ω|+|η|[ω, [η, α]] + (−1)|η|(|ω|+1)[η, [α, ω]]− [α, [ω, η]]

= (−1)|ω|+|η|[ω, (−1)(|η||α|+1)[α, η]] + (−1)|η|(|ω|+1)(−1)|η|(|α|+|ω|+1)[[α, ω], η]− [α, [ω, η]]

= −(−1)|ω|[ω, [α, η]]− [[α, ω], η].

• If V is a subalgebra of Mn×n, we saw that (Ω(ε, g),∧, d) is a dga. Moreover we have that

(Ω(ε, g),∧, ∂α) is a dga. In fact:

∂α(ω ∧ η) = dH(ω ∧ η)− [α, ω ∧ η]

= dH(ω) ∧ η + (−1)|ω|ω ∧ dH(η)− ([α, ω] ∧ η + (−1)|ω|ω ∧ [α, η]) (by 3.2.15)

= ([dH(ω)− [α, ω]) ∧ η + (−1)|ω|ω ∧ (dH(η)− [α, η])

= ∂α(ω) ∧ η + (−1)|ω|ω ∧ ∂α(η).

Our goal is to represent the horizontal Gauge cohomology groups H�,q
α (ε, g) using twisted coho-

mology of Ω�,q(ε) with coefficients in g. That is, we wish to write ∂α = dHΘα
for some twisting

matrix Θα on g into Ω1,0(ε, g).

Theorem 3.4.1. Let us assume that α in Ω1,0(ε, g) is a zcr for ε. For a fixed q ≥ 0, the horizontal

cohomology H�,q
α (ε, g) is the twisted cohomology of Ω�,q(ε) with coefficients in g and twisting

matrix

Θα : g → Ω1,0(ε, g)

a 7→
∑
i

αi ⊗ [a, ai],

(3.4.1)

where α =
∑
i

αi ⊗ ai is the zcr for ε, with αi ∈ Ω1,0(ε) and ai ∈ g.

Proof. First we recall that Ω?,0(ε) = {Ωi,0(ε, g)}i≥0 , Ω�,q(ε) = {Ωi,q(ε, g)}i≥0 and (Ω?,0(ε),∧, dH)

is a dga. Now, (Ω�,q(ε), dH) is a Ω?,0(ε)-dgm. In fact the following linear map of degree zero
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satisfies the Definition (1.3.1)

Ω?,0(ε)⊗ Ω�,q(ε) → Ω?+�,q(ε)

γ ⊗ ω 7→ γ ∧ ω.

Thus (Ω�,q(ε)⊗ g, dHΘα
) is a Ω?,0(ε)-dgm (see equation(1.4.3)) with:

dHΘα
(ρ⊗ a) = dH(ρ)⊗ a+ (−1)|ρ|Ψρ ◦Θα(a)

= dH(ρ⊗ a) + (−1)|ρ|Ψρ

(∑
i

αi ⊗ [a, ai]
)

= dH(ρ⊗ a) + (−1)|ρ|
∑
i

(ρ ∧ αi)⊗ [a, ai]

= dH(ρ⊗ a)−
∑
i

(αi ∧ ρ)⊗ [ai, a]

= dH(ρ⊗ a)− [
∑
i

αi ⊗ αi, ρ⊗ a]

= dH(ρ⊗ a)− [α, ρ⊗ a]

= ∂α(ρ⊗ a).

Therefore Θα is a twisting matrix, for the Theorem (1.4.2), and we conclude that the horizontal

gauge cohomology H�,q
α (ε, g) is the twisted cohomology of Ω�,q(ε) with coefficients in g, this is

H�,q
α (ε, g) = H⊗,Θα(Ω−,q(ε); g).

Similarly, we can define the pth-differential graded module (Ωp,−(ε, g), δβ) with β ∈ Ω0,1(ε, g) satis-

fying dV(β) = 1
2 [β, β] and δβ = dV(ω) − adβ . As (Ω0,−(ε), dV ) is a dga and Ωp,−(ε) is a Ω0,−(ε)-

dgm, we have that (Ωp,−(ε, g), δβ) = (Ωp,−(ε, g), dV Θβ
) where:

Θβ : g → Ω0,1(ε)⊗ g

a 7→
∑
i

ρi ⊗ [a, bi]

with β =
∑
i

ρi⊗ bi for ρi ∈ Ω0,1(ε) and bi ∈ g. So, we have two twisted differentials dHΘα
and dV Θβ

in the following diagram:

Ω(ε, g)0,2
dHΘα //

dV Θβ

OO

Ω(ε, g)1,2
dHΘα //

dV Θβ

OO

· · ·
dHΘα// Ω(ε, g)n,2

dHΘα //

dV Θβ

OO

Ω(ε, g)0,1
dHΘα //

dV Θβ

OO

Ω(ε, g)1,1
dHΘα //

dV Θβ

OO

· · ·
dHΘα// Ω(ε, g)n,1

dHΘα //

dV Θβ

OO

Ω(ε, g)0,0
dHΘα //

dV Θβ

OO

Ω(ε, g)1,0
dHΘα //

dV Θβ

OO

· · ·
dHΘα// Ω(ε, g)n,0

dHΘα //

dV Θβ

OO

Figure 3.3.
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We want to find conditions assuming that dHΘα
dV Θβ

+dV Θβ
dHΘα

= 0. Since Ω(ε, g) =
⊕

Ωp,q(ε, g)

we would then conclude that (Ω(ε, g), dHΘα
+ dV Θβ

) is a double dgm.

Theorem 3.4.2. If dH(β) + dV(α) = [α, β] then (Ω(ε, g), dHΘα
+ dV Θβ

) is a double dgm.

Proof. Note that:

dHΘα
dV Θβ

+ dV Θβ
dHΘα

(ρ⊗ a)

= dHΘα(dV (ρ)⊗ a− [β, ρ⊗ a]) + dV Θβ
(dH(ρ)⊗ a− [α, ρ⊗ a])

= dH(dV (ρ)⊗ a− [β, ρ⊗ a])− [α, dV (ρ)⊗ a− [β, ρ⊗ a]] + dV(dH(ρ)⊗ a− [α, ρ⊗ a])−

[β, dH(ρ)⊗ a− [α, ρ⊗ a]]

= dHdV (ρ)⊗ a− dH([β, ρ⊗ a])− [α, dV (ρ)⊗ a] + [α, [β, ρ⊗ a]] + dV dH(ρ)⊗ a− dV([α, ρ⊗ a])−

[β, dH(ρ)⊗ a] + [β, [α, ρ⊗ a]]

= −[dH(β), ρ⊗ a] + [β, dH(ρ)⊗ a]− [α, dV (ρ)⊗ a] + [α, [β, ρ⊗ a]]− [dV(α), ρ⊗ a] + [α, dV (ρ)⊗ a]−

[β, dH(ρ)⊗ a] + [β, [α, ρ⊗ a]]

= −[dH(β), ρ⊗ a]− [dV(α), ρ⊗ a] + [α, [β, ρ⊗ a]] + [β, [α, ρ⊗ a]]

= [−dH(β)− dV(α), ρ⊗ a] + [[α, β], ρ⊗ a]

= [[α, β]− (dH(β) + dV(α)), ρ⊗ a]

= 0,

Where we have used that [α, [β, ρ ⊗ a]] + [β, [α, ρ ⊗ a]] = [[α, β], ρ ⊗ a], for the properties (3.2.10)

and (3.2.11).

3.4.1 Special Case

Let SL(2) be the Lie group of all 2×2 real matrices with determinant 1. We consider the Lie algebra

g = sl(2) of SL(2), that is sl(2) consists of traceless 2×2 matrices with entries in R; the Lie bracket

is defined by [X,Y ] := XY − Y X, where XY and Y X denote the usual matrix multiplication. The

elements:

X =

(
0 1

0 0

)
, H =

(
1 0

0 −1

)
, Y =

(
0 0

1 0

)
constitute the standard basis and the Lie bracket with respect to the standard basis is given by:

[H,X] = 2X, [X,Y ] = H, [H,Y ] = −2Y.

In the article [12] Marvan gives an example about non linear Klein-Gordon equation

∂u

∂x∂y
= g(u). (3.4.2)
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The manifold ε has coordinates (x, y, u, ux, uxx, ..., uy, uyy, ...), and the total derivatives become

Dx =
∂

∂x
+ ux

∂

∂u
+ uxx

∂

∂ux
+ ...+ uyx

∂

∂uy
+ uyyx

∂

∂uyy
+ ...

Dy =
∂

∂y
+ uy

∂

∂u
+ uxy

∂

∂ux
+ ...+ uyy

∂

∂uy
+ uyyy

∂

∂uyyy
+ ...

where uxyy =
∂uxy
∂y = g′(u)uy and uxyx =

∂uxy
∂x = g′(u)ux.

In order to admit zero curvature representation Marvan found that for M,N,K, c constants, the
function g must be of the form 2

c (Necu −Me−cu). then α, the sl(2)-valued one-form zcr for ε, is
given by the following formula:

α = Necudx⊗X +Ke−cudx⊗ Y +
cuy
2
dy ⊗H +

M

K
dy ⊗X + dy ⊗ Y. (3.4.3)

Recall that for the property (3.1.11) we have dH(f) = Dx(f)dx+Dy(f)dy, then:

dH(α) = Dy(Necu)dy ∧ dx⊗X +Dy(Ke−cu)dy ∧ dx⊗ Y +Dx

(cuy
2

)
dx ∧ dy ⊗H

= Necucuydy ∧ dx⊗X + (−Ke−cucuy)dy ∧ dx⊗ Y +
cuxy

2
dx ∧ dy ⊗H

= −Necucuydx ∧ dy ⊗X +Ke−cucuydx ∧ dy ⊗ Y +
cuxy

2
dx ∧ dy ⊗H

and on the other hand

[α, α] = Necucuydx ∧ dy ⊗ [X,H] + 2Necu
M

K
dx ∧ dy ⊗ [X,X] + 2Necudx ∧ dy ⊗ [X,Y ]+

Ke−cucuydx ∧ dy ⊗ [Y,H] + 2Me−cudx ∧ dy ⊗ [Y,X] + 2Ke−cudx ∧ dy ⊗ [Y, Y ]

= −2Necucuydx ∧ dy ⊗X + 2Ke−cucuydx ∧ dy ⊗ Y + (2Necu − 2Me−cu)dx ∧ dy ⊗H

= −2Necucuydx ∧ dy ⊗X + 2Ke−cucuydx ∧ dy ⊗ Y + cuxydx ∧ dy ⊗H.

Therefore, dH(α) = 1
2 [α, α] on the full equation manifold of (3.4.2). Therefore from Theorem (3.4.1)

we have the twisting matrix:

Θα : sl(2) → Ω1,0(ε)⊗ sl(2)

A 7→ Necudx⊗ [A,X] +Ke−cudx⊗ [A, Y ] +
cuy
2
dy ⊗ [A,H] +

M

K
dy ⊗ [A,X] + dy ⊗ [A, Y ].

Substituting the matrices X,H, Y in last map, we have:

Θα(X) = Ke−cudx⊗H − cuydy ⊗X + dy ⊗H,

Θα(H) = 2Necudx⊗X − 2Ke−cudx⊗ Y +
2M

K
dy ⊗X − 2dy ⊗ Y,

Θα(Y ) = −Necudx⊗H + cuydy ⊗ Y −
M

K
dy ⊗H.


(3.4.4)
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In terms of sl(2)-valued forms (see Remark 3.2.2) the element α in equality (3.4.3) can be repre-

sented by the following matrices:

α =

(
0 Ne−cudx

0 0

)
+

(
0 0

Ke−cudx 0

)
+

(
1
2cuydy 0

0 − 1
2cuydy

)
+

(
0 M

K dy

0 0

)
+

(
0 0

dy 0

)
.

Thus α can be written as:

α =

(
0 Ne−cu

Ke−cu 0

)
︸ ︷︷ ︸

A

dx+

(
1
2cuy

M
K

1 − 1
2cuy

)
︸ ︷︷ ︸

B

dy (3.4.5)

where, A,B ∈ Ω0(ε, sl(2)), Moreover, with the last equality and Remarks (3.2.2, 3.4.1) and equality

(3.2.15):

dH(α) = dH(Adx+Bdy) = (DyA)dy ∧ dx+ (DxB)dx ∧ dy = (DyA−DxB)dy ∧ dx,

1
2 [α, α] = α ∧ α = ABdx ∧ dy +BAdx ∧ dy = (AB −BA) dx ∧ dy = [A,B]dx ∧ dy.

Therefore DyA−DxB + [A,B] = 0, the usual “zero curvature representation” of (3.4.2).

We find that our twisting matrix satisfies (see 3.4.4):

Θα : sl(2) → Ω1,0(ε)⊗ sl(2)

(
0 1

0 0

)
7→

(
Ke−cu 0

0 −Ke−cu

)
dx+

(
1 −cuy
0 −1

)
dy

(
1 0

0 −1

)
7→

(
0 2Necu

−2Ke−cu 0

)
dx+

(
0 2M

K

−2 0

)
dy

(
0 0

1 0

)
7→

(
−Necu 0

0 Necu

)
dx+

(
−MK 0

cuy
M
K

)
dy.

We find an element β ∈ Ω0,1(ε, g) such that dV(β) = 1
2 [β, β], as saw after of the Theorem (3.4.1).

Let us write the general form of a term β, with p, q ∈ N

β = (a1,0θ + a1,1θx + a1,2θxx + a1,3θxxx + · · ·+ a1,pθxp + b1,1θy + · · ·+ b1,qθyq )⊗X+

(a2,0θ + a2,1θx + a2,2θxx + a2,3θxxx + · · ·+ a2,pθxn + b2,1θy + · · ·+ b2,qθyq )⊗ Y+

(a3,0θ + a3,1θx + a3,2θxx + a3,3θxxx + · · ·+ a3,pθxn + b3,1θy + · · ·+ b3,qθyq )⊗H

= a⊗X + b⊗ Y + e⊗H,

thus
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1
2 [β, β] = 1

2 {ab⊗ [X,Y ] + ae⊗ [X,H] + ba⊗ [Y,X] + be⊗ [Y,H] + ea⊗ [H,X] + eb⊗ [H,Y ]}

= 1
2 {ab⊗H + ae⊗ (−2X) + ba⊗ (−H) + be⊗ (2Y ) + ea⊗ (2X) + eb⊗ (−2Y )}

= 1
2 {(ab− ba)⊗H + (−ae+ ea)⊗X + (be− eb)⊗ Y }

= 1
2 {2ab⊗H + 4ea⊗X + 4be⊗ Y }

= ab⊗H + 2ea⊗X + 2be⊗ Y.

We consider the element:

β =

(
cNθ

2
+
Necu

4
θx

)
⊗X +

(
c

2N
θ − ecu

4N
θx

)
⊗ Y +

(
−e

cu

4
θx

)
⊗H,

then

dV (β) =
cNecu

4
θ ∧ θx ⊗X −

cNecu

4N
θ ∧ θx ⊗ Y −

cecu

4
θ ∧ θx ⊗H

On the other hand:

2ea = 2

(
−e

cu

4
θx

)
∧
(
cNθ

2
+
Necu

4
θx

)
=

cNecu

4
θ ∧ θx

2be = 2

(
c

2N
θ − ecu

4N
θx

)
∧
(
−e

cu

4
θx

)
= −ce

cu

4N
θ ∧ θx

ab =

(
cN

2
θ +

Necu

4
θx

)
∧
(

c

2N
θ − ecu

4N
θx

)
=

(
−ce

cu

8
− cecu

8

)
θ ∧ θx = −ce

cu

4
θ ∧ θx

Therefore, dV(β) = 1
2 [β, β].
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Chapter 4

Manifold of Pseudo-spherical type and Generation of Sullivan
decomposable Algebras

In this chapter we wish to find twisting matrices and to generate Sullivan decomposable algebras

starting from certain forms ωi, i = 1, 2, 3 determined by a manifold of pseudo-spherical type, this

is, a special kind of submanifold of a infinite Jet bundle.

4.1 Manifold of Pseudo-spherical type and twisting matrix

Definition 4.1.1. Let Ξ = 0 be a scalar differential equation

Ξ(x, t, u,
∂u

∂x
, . . . ,

∂u

∂xntm
) = 0 (4.1.1)

in two independent variables x, t. The full equation manifold S(∞) of (4.1.1) is called of pseudo-

spherical type if there exist one-forms ωi, i = 1, 2, 3,

ωi = fi,1(x, t, u, . . . , uxntm)dx+ fi,2(x, t, u, . . . , uxstq )dt (4.1.2)

whose coefficients fij are smooth functions on (a neighborhood of) S(∞), such that they satisfy

the independence condition ω1 ∧ ω2 6= 0 and the equations

dH(ω1) = ω3 ∧ ω2, dH(ω2) = ω1 ∧ ω3, dH(ω3) = ω1 ∧ ω2. (4.1.3)

The class of differential equations of pseudo-spherical type was introduced by S.S.Chern and K.

Teneblat [6] in terms of solution of differential equation Ξ = 0. If the equalities in S(∞) in (4.1.3)

are replaced by one-forms ω = ω(u(x, t)) we obtain:

d(ω1) = ω3 ∧ ω2, d(ω2) = ω1 ∧ ω3, d(ω3) = ω1 ∧ ω2.

whenever u(x, t) is a solution of Ξ = 0. If u : M ⊂ R2 → R satisfies (ω1 ∧ ω2)(u(x, t)) 6= 0 then M

is called pseudo-spherical surface.

The purpose of this section is to relate the S(∞) manifold determined by a differential equation

and Sullivan descomposable algebras, so we privilege the structure defined in (4.1.1) instead of

the definition introduced by Chern and Teneblat, since they give structure of a pseudo-spherical

surface of open subset of R2.

The one-forms ωi allow us to construct a form α ∈ Ω1,0(ε, sl(2));

α =
1

2
{ω2 ⊗H + (ω1 − ω3)⊗X + (ω1 + ω3)⊗ Y }, (4.1.4)

where

X =

(
0 1

0 0

)
, H =

(
1 0

0 −1

)
, Y =

(
0 0

1 0

)
.
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By Remark (3.2.2-1) α can be written as:

α =
1

2

(
ω2 ω1 − ω3

ω1 + ω3 −ω2

)
(4.1.5)

or even

α =
1

2

(
f21 f11 − f31

f11 + f31 −f21

)
︸ ︷︷ ︸

X

dx+
1

2

(
f22 f12 − f32

f12 + f32 −f22

)
︸ ︷︷ ︸

T

dt = Xdx+ Tdt, (4.1.6)

where X,T ∈ Ω0(ε, sl(2)). Remarks (3.2.2-1) and (3.4.1) imply:

α ∧ α = XTdx ∧ dt+ TXdt ∧ dx = −[X,T ]dt ∧ dx,

dH(α) = (DtX)dt ∧ dx+ (DxT )dx ∧ dt = (DtX −DxT )dt ∧ dx,

therefore DtX −DxT + [X,T ] = 0.

The following theorem shows that α is a sl(2)-valued zero curvature representation for ε.

Theorem 4.1.1. Let ε be a manifold of pseudo-spherical type determined by a scalar differential

equation Ξ(x, t, u, ∂u∂x , . . . ,
∂u

∂xntm ) = 0 with one-forms ωi, i = 1, 2, 3; then

α =
1

2

(
ω2 ω1 − ω3

ω1 + ω3 −ω2

)

is a sl(2)-valued zero curvature representation for ε.

Proof. Here we use the property (3.2.15), thus [α, α] = 2(α ∧ α) and by the Remark (3.2.2-1), we

have the following computations:

1

2
[α, α] = α ∧ α =

1

4

ω2 ∧ ω2 + (ω1 − ω3) ∧ (ω1 + ω3) ω2 ∧ (ω1 − ω3)− (ω1 − ω3) ∧ ω2

(ω1 + ω3) ∧ ω2 − ω2 ∧ (ω1 + ω3) (ω1 + ω3) ∧ (ω1 − ω3) + ω2 ∧ ω2



=

 ω1∧ω3

2
ω3∧ω2−ω1∧ω2

2

ω3∧ω2+ω1∧ω2

2
−ω1∧ω3

2



dH(α) =
1

2

(
dH(ω2) dH(ω1 − ω3)

dH(ω1 + ω3) −dH(ω2)

)
=

(
ω1∧ω3

2
ω3∧ω2−ω1∧ω2

2

ω3∧ω2+ω1∧ω2

2
−ω1∧ω3

2

)

Therefore dH(α) = 1
2 [α, α]. This proves that α is a sl(2)-valued zero curvature representation for ε

by Definition (3.4.1).
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Since α is a sl(2)-valued zcr for ε, by Theorem (3.4.1), for a fixed q ≥ 0 the qth-linear complex of

ε (Ω�,q(ε, g), ∂α) = (Ω�,q(ε, g), dHΘα
) is a Ω?,0(ε)-dgm and by Theorem (1.4.2), Θα constructed in

(4.1.7) below is a twisting matrix:

Θα : sl(2) → Ω1,0(ε)⊗ sl(2)

in which

A 7→ 1
2

(
ω2 ⊗ [A,H] + (ω1 − ω3)⊗ [A,X] + (ω1 + ω3)⊗ [A, Y ]

)
X 7→ −ω2 ⊗X + 1

2 (ω1 + ω3)⊗H =

(
ω1+ω3

2 −ω2

0 − (ω1+ω3)
2

)

Y 7→ ω2 ⊗ Y − 1
2 (ω1 − ω3)⊗H =

(
− (ω1−ω3)

2 0

ω2 − (ω1−ω3)
2

)

H 7→ (ω1 − ω3)⊗X − (ω1 + ω3)⊗ Y =

(
0 ω1 − ω3

−ω1 − ω3 0

)



(4.1.7)

Let us describe the miltiplication operation and differential of (Ω�,q(ε) ⊗ sl(2), dHΘα
) as a Ω?,0(ε)-

dgm, (see equalities 1.4.3). They are given by the linear maps:

ρ(η ⊗A) = ρ ∧ η ⊗A,

dHΘα
(η ⊗A) = dH(η)⊗A+

(−1)|η|

2
{η ∧ ω2 ⊗ [A,H] + η ∧ (ω1 − ω3)⊗ [A,X] + η ∧ (ω1 + ω3)⊗ [A, Y ]}.

Thus,

dHΘα
(η ⊗X) = dH(η)⊗X +

(−1)|η|

2

(
η ∧ ω2 ⊗ (−2X) + η ∧ (ω1 + ω3)⊗H

)

=

 (−1)|η|

2 η ∧ (ω1 + ω3) dH(η)− (−1)|η|η ∧ ω2

0 − (−1)|η|

2 η ∧ (ω1 + ω3)



dHΘα
(η ⊗ Y ) = dH(η)⊗ Y +

(−1)|η|

2

(
η ∧ ω2 ⊗ (2Y ) + η ∧ (ω1 − ω3)⊗ (−H)

)

=

− (−1)|η|

2 η ∧ (ω1 − ω3) 0

dH(η) + (−1)|η|η ∧ ω2 (−1)|η|

2 η ∧ (ω1 − ω3)



dHΘα
(η ⊗H) = dH(η)⊗H +

(−1)|η|

2

(
η ∧ (ω1 − ω3)⊗ (2X) + η ∧ (ω1 + ω3)⊗ (−2Y )

)

=

 dH(η) (−1)|η| η ∧ (ω1 − ω3)

−(−1)|η|η ∧ (ω1 + ω3) −dH(η)


On the other hand, by Theorem (1.4.3) the module Hom(sl(2),Ω−,q(ε)) is a Ω−,0(ε)-dgm (see
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equalities 1.4.6) with linear maps:

(ρg)(v) = ρ ∧ g(v),

dHΘα
(g) = dHΘα

◦ g − 1

2

{
ω2 ∧ g([A,H]) + (ω1 − ω3) ∧ g([A,X]) + (ω1 + ω3) ∧ g([A, Y ])

}
Then,

dHΘα
(g)(X) = dHΘα

◦ g(X) + ω2 ∧ g(X)− 1
2 (ω1 + ω3) ∧ g(H),

dHΘα
(g)(Y ) = dHΘα

◦ g(Y )− ω2 ∧ g(Y ) + (ω1 − ω3) ∧ g(H),

dHΘα
(g)(H) = dHΘα

◦ g(H)− (ω1 − ω3) ∧ g(X) + (ω1 + ω3) ∧ g(Y ).

4.2 Generation of Sullivan decomposable algebras

Using the twisting matrix Θα defined in (4.1.7), now we shall construct a Sullivan decomposable

algebra by means of Theorem (1.5.2).

As in the last section, let ε be the manifold of pseudo-spherical type determined by a scalar diffe-

rential equation Ξ(x, t, u, ∂u
∂x , . . . ,

∂u
∂xntm ) = 0, with one-forms ωα, α = 1, 2, 3, and let

α =
1

2
{ω2 ⊗H + (ω1 − ω3)⊗X + (ω1 + ω3)⊗ Y }

in Ω1,0(ε, sl(2)) be a zcr for ε.

Now, we consider henceforth

W = spanR{ω1, ω2, ω3} (4.2.1)

the real subspace of Ω1,0(ε).

Therefore, we can define the cdga (ΛW,d) with differential given by:

d(ω1) = ω3 ∧ ω2, d(ω2) = ω1 ∧ ω3, d(ω3) = ω1 ∧ ω2. (4.2.2)

It is important to note that the sign ∧ in (4.2.2) is the operation in the algebra ΛW and not the

operation in the algebra Ω1,0(ε).

Then, we restrict the codomain of the twisting matrix Θα in (4.1.7) induced by the one form α to

Θα : sl(2) → W ⊗ sl(2)

A 7→ 1
2 (ω2 ⊗ [A,H] + (ω1 − ω3)⊗ [A,X] + (ω1 + ω3)⊗ [A, Y ]).

(4.2.3)

This restriction allows us to obtain for the cdga (ΛW,d) and the vector space sl(2) a new twisting

matrix by Definition (1.4.2). Since dΘα + Θα ◦Θα = 0. Indeed, by the maps in (1.4.7):
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dΘα : sl(2) → (ΛW )2 ⊗ sl(2)

A 7→ 1
2 (ω1 ∧ ω3 ⊗ [A,H] + (ω3 ∧ ω2 − ω1 ∧ ω2)⊗ [A,X] + (ω3 ∧ ω2 + ω1 ∧ ω2)⊗ [A, Y ])

X 7→ −ω1 ∧ ω3 ⊗X + 1
2 (ω3 + ω1) ∧ ω2 ⊗H

Y 7→ ω1 ∧ ω3 ⊗ Y − 1
2 (ω3 − ω1) ∧ ω2 ⊗H

H 7→ (ω3 − ω1) ∧ ω2 ⊗X − (ω3 + ω1) ∧ ω2 ⊗ Y )

Θα ◦Θα : sl(2) → (ΛW )2 ⊗ sl(2))

A 7→ 1
2 (ω2 ⊗Θα([A,H]) + (ω1 − ω3)⊗Θα([A,X]) + (ω1 + ω3)⊗Θα([A, Y ])

Then,

Θα ◦Θα(X) = −ω2Θα(X) +
1

2
(ω1 + ω3)Θα(H)

= −ω2(−ω2 ⊗X +
1

2
(ω1 + ω3)⊗H) +

1

2
(ω1 + ω3)((ω1 − ω3)⊗X − (ω1 + ω3)⊗ Y )

= −ω1 ∧ ω3 ⊗X +
1

2
(ω3 + ω1) ∧ ω2 ⊗H

Θα ◦Θα(Y ) = ω2Θα(Y )− 1

2
(ω1 − ω3)Θα(H)

= ω2(ω2 ⊗ Y − 1

2
(ω1 − ω3)⊗H)− 1

2
(ω1 − ω3)((ω1 − ω3)⊗X − (ω1 + ω3)⊗ Y )

= ω1 ∧ ω3 ⊗ Y − 1

2
(ω3 − ω1) ∧ ω2 ⊗H

Θα ◦Θα(H) = (ω1 − ω3)Θα(X)− (ω1 + ω3)Θα(Y )

= (ω1 − ω3)(−ω2 ⊗X +
1

2
(ω1 + ω3)⊗H)− (ω1 + ω3)(ω2 ⊗ Y − 1

2
(ω1 − ω3)⊗H)

= (ω3 − ω1) ∧ ω2 ⊗X − (ω3 + ω1) ∧ ω2 ⊗ Y ).

Theorem 4.2.1. Let V = {V k}k≥0 be a graded vector space of finite type such that V 0 = {0},
V 1 = W , V 2 = sl(2) and V k = {0} for all k ≥ 3. Then, algebra Λ(W ⊕ sl(2)) has structure of cdga

via the linear map dsl(2) defined by

dsl(2) : sl(2) → Λ(W ⊕ sl(2))

A 7→ m ◦Θα(A) + f2(A)

(4.2.4)

where m is the exterior product on graded algebra Λ(W ⊕ sl(2)) and f2 : sl(2)→ (ΛW )3 is a linear

map. Moreover ΛV = Λ(W ⊕ sl(2)) is a Sullivan decomposable algebra.

Proof. Since (ΛW,d) is a cdga the Theorem (1.5.2) states that for k = 2, the free commutative

graded algebra Λ(W ⊕ sl(2)) has structure of cdga via the linear map dsl(2), where the function

f2 : sl(2)→ (ΛW )3 is a linear map such that [f2] ∈ H3
Hom,Θα

(sl(2),ΛW ).
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In this case, any linear map f2 satisfies the last property. To prove the previous assertion, first

we recall some the notation introduced in the section (1.4.2): (Hom(sl(2),ΛW ) is a ΛW -dgm with

differential for g ∈ Hom(sl(2),ΛW ) given by dΘα
(g) = dH ◦ f2 − Φg ◦Θα, where

Φg : ΛW ⊗ sl(2) → ΛW

ω ⊗A 7→ ω ∧ g(A).

Thus, [f2] ∈ H3
Hom,Θα

(sl(2),ΛW ) if for each A ∈ sl(2) is satisfied that:

dΘα
(f2)(A) = d(f2(A))− 1

2
(ω2 ∧ f2([A,H]) + (ω1 − ω3) ∧ f2([A,X]) + (ω1 + ω3) ∧ f2([A, Y ])) = 0.

Now, we observe that (ΛW )3 = spanR{ω1 ∧ ω2 ∧ ω3} and (ΛW )4 = {0}, as dΘα
(f2)(A) ∈ (ΛW )4

then dΘα(f2) = 0, for any f2 linear map.

Therefore, ΛV = Λ(W ⊕ sl(2)) is a Sullivan decomposable algebra.

The following examples appear in [20]; we apply the above results to the Burgers’ equation and to

the Sine-Gordon equation.

4.3 Burgers’ Equation

Let ε be the manifold determined by the scalar differential equation

∂u

∂t
=

∂2

∂x∂x
+ u

∂u

∂x
.

This equation is a manifold of pseudo-spherical type because there exist one-forms ωi, i =

1, 2, 3,

ω1 =
(1

2
u− β

λ

)
dx+

1

2

(
ux +

1

2
u2
)
dt ω2 = λ dx+

(λ
2
u+ β

)
dt ω3 = −ω2, (4.3.1)

in which λ is a nonzero parameter and β : ε → R is defined by j∞(p,q)φ 7→ β(p), where β(x) is a

solution to the equation β2 − λβx = 0, therefore the coefficients of ωi are smooth functions, such

that satisfy the independence condition ω1 ∧ ω2 6= 0 and the structure equations (4.1.3). In fact:

ω1 ∧ ω2 = ( 1
2u−

β
λ )(λ2u+ β) dx ∧ dt+ λ

2 (ux + 1
2u

2) dt ∧ dx

= ( 1
4u

2λ− β2

λ ) dx ∧ dt− ( 1
2λux + 1

4u
2λ) dx ∧ dt

= (−β
2

λ −
1
2λux) dx ∧ dt,

ω1 ∧ ω3 = −ω1 ∧ ω2,

ω3 ∧ ω2 = −ω2 ∧ ω2 = 0.
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d(ω1) = Dt(
1
2u−

β
λ ) dt ∧ dx+ 1

2Dx(ux + 1
2u

2) dx ∧ dt

= ( 1
2ut) dt ∧ dx+ 1

2 (uxx + uxu) dt ∧ dx

= 0,

d(ω2) = Dx(λ2u+ β) dx ∧ dt
= (λ2ux + β2

λ ) dx ∧ dt,

d(ω3) = −d(ω2).

Then, by the Theorem (4.1.1) we have the sl(2)-valued zero curvature representation for ε given

by:

α = 1
2

(
ω2 ω1 + ω2

ω1 − ω2 −ω2

)
= 1

2{ω
2 ⊗H + (ω1 + ω2)⊗X + (ω1 − ω2)⊗ Y }

= 1
2

{(
λdx+

(
λ
2u+ β

)
dt
)
⊗H +

((
1
2u−

β
λ + λ

)
dx+

(
1
2ux + 1

4u
2 + λ

2u+ β
)
dt
)
⊗X

+
((

1
2u−

β
λ − λ

)
dx+

(
1
2ux + 1

4u
2 − λ

2u− β
)
dt
)
⊗ Y

}
.

In this case W = spanR{ω1, ω2} and from the Theorem (4.2.1), we have that Λ(W ⊕ sl(2)) has

structure of cdga via the linear map dsl(2), defined by equation (4.2.4), which is:

dsl(2) : sl(2) → Λ(W ⊕ sl(2))

X 7→ −ω2 ∧X + (ω1 − ω2) ∧ H
2 + f2(X)

Y 7→ ω2 ∧ Y − (ω1 + ω2) ∧ H
2 + f2(X)

H 7→ (ω1 + ω2) ∧X − (ω1 − ω2) ∧ Y + f2(X).

On the other hand, since (ΛW )3 = 0, we have that f2 : sl(2)→ (ΛW )3 is the null map and:

(Λ(W ⊕ sl(2)))0 = R

(Λ(W ⊕ sl(2)))1 = W

(Λ(W ⊕ sl(2)))2 = W ∧W ⊕ sl(2)

(Λ(W ⊕ sl(2)))2n+1 = W ∧ sl(2)) ∧ · · · ∧ sl(2))︸ ︷︷ ︸
n−times

, for n ≥ 1

(Λ(W ⊕ sl(2)))2n = W ∧W ∧ sl(2)) ∧ · · · ∧ sl(2))︸ ︷︷ ︸
(n−1)−times

⊕ sl(2)) ∧ · · · ∧ sl(2))︸ ︷︷ ︸
n−times

, for n ≥ 2.

Let us denote δ the differential in the algebra Λ(W ⊕ sl(2)), that is δ(ωi) = d(ωi), for i = 1, 2 and

δ(A) = dsl(2)(A), for A ∈ sl(2). We observe that:

• Ker(δ0) = R
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• Ker(δ1) = {aω1 : a ∈ R} ∼= R. Indeed, for a, b ∈ R:

δ1(aω1 + bω2) = −bω1 ∧ ω2 = 0⇔ b = 0

• Ker(δ2) = W ∧W . In fact, δ2(ω1 ∧ ω2) = d(ω1) ∧ ω2 − ω1 ∧ d(ω2) = ω1 ∧ ω1 ∧ ω2 = 0, and

for a, b, c ∈ R we have:

δ2(aX + bY + cH) =

cω1 ∧X + (c− a)ω2 ∧X − cω1 ∧ Y + (b+ c)ω2 ∧ Y + (a− b)ω1 ∧ H
2 − (a+ b)ω2 ∧ H

2 ,

since {ω1 ∧X, ω1 ∧H, ω1 ∧ Y, ω2 ∧X, ω2 ∧H, ω2 ∧ Y } is a basis of W ∧ sl(2), then

δ2(aX + bY + cH) = 0⇔ a = b = c = 0.

Moreover, Im(δ0) = {0} and Im(δ1) = W ∧W ,

then H0(Λ(W ⊕ sl(2)), δ) = R, H1(Λ(W ⊕ sl(2)), δ) = R and H2(Λ(W ⊕ sl(2)), δ) = {0}.

Remark 4.3.1.

1. If A ∈ sl(2)), then δ2n(A ∧ · · · ∧A ∧A︸ ︷︷ ︸
n−times

) = nδ2(A) ∧A ∧ · · · ∧A ∧A︸ ︷︷ ︸
(n−1)−times

, for n ≥ 2.

In fact, since |A| = 2, then δ4(A ∧A) = δ2(A) ∧A+A ∧ δ2(A) = 2δ2(A) ∧A, and

δ2n(A ∧ · · · ∧A ∧A︸ ︷︷ ︸
n−times

)

= δ2(n−1)(A ∧ · · · ∧A ∧A︸ ︷︷ ︸
(n−1)−times

) ∧A+A ∧ · · · ∧A ∧A︸ ︷︷ ︸
(n−1)−times

∧δ2(A)

= (n− 1)δ2(A) ∧ (A ∧ · · · ∧A ∧A︸ ︷︷ ︸
(n−2)−times

) ∧A+A ∧ · · · ∧A ∧A︸ ︷︷ ︸
(n−1)−times

∧δ2(A) by inductive hypothesis

= nδ2(A) ∧A ∧ · · · ∧A ∧A︸ ︷︷ ︸
(n−1)−times

Thus, for A ∈ sl(2), such that A 6= 0 and δ2(A) 6= 0, then (A ∧ · · · ∧A ∧A︸ ︷︷ ︸
n−times

) /∈ Ker(δ2n).

2. Let Ai ∈ sl(2), for i = 1, 2 . . . , n, then δ2n+2(A1 ∧A2 ∧ · · · ∧An ∧ ω1 ∧ ω2) = 0, since

δ2n(A1 ∧A2 ∧ · · · ∧An) ∈W ∧ sl(2)

this means that W ∧W ∧ sl(2)) ∧ · · · ∧ sl(2))︸ ︷︷ ︸
n−times

⊆ Ker(δ2n+2).

4.4 The sine-Gordon Equation

Let ε be the manifold determined by the scalar differential equation

∂2u

∂x∂t
= sinu.

This equation is of pseudo-spherical type, because there exist one-forms ωi, i = 1, 2, 3,

ω1 =
1

λ
sinu dt, ω2 = λ dx+

1

λ
cosu dt, ω3 = ux dx. (4.4.1)

81



These differential forms satisfy the independence condition ω1∧ω2 6= 0 and the structure equations

(4.1.3). In fact:

ω1 ∧ ω2 = − sinu dx ∧ dt,

ω1 ∧ ω3 = − 1
λux sinu dx ∧ dt,

ω3 ∧ ω2 = 1
λux cosu dx ∧ dt,

d(ω1) = Dx( 1
λ sinu) dx ∧ dt = 1

λux cosu dx ∧ dt

d(ω2) = Dx( 1
λ cosu) dx ∧ dt = − 1

λux sinu dx ∧ dt

d(ω3) = Dt(ux) dt ∧ dx = uxt dt ∧ dx = − sinu dx ∧ dt

Then, by the Theorem (4.1.1) we have the sl(2)-valued zero curvature representation for ε given

by:

α =
1

2
{(λdx+

1

λ
cosudt)⊗H + (

1

λ
sinudt− uxdx)⊗X + (

1

λ
sinudt+ uxdx)⊗ Y }

In this case W = spanR{ω1, ω2, ω3} and from the Theorem (4.2.1) we have that Λ(W ⊕ sl(2)) has

structure of cdga via the linear map dsl(2), defined by equation (4.2.4):

dsl(2) : sl(2) → Λ(W ⊕ sl(2))

X 7→ −ω2 ∧X + (ω1 + ω3) ∧ H
2 + f2(X)

Y 7→ ω2 ∧ Y − (ω1 − ω3) ∧ H
2 + f2(Y )

H 7→ (ω1 − ω3) ∧X − (ω1 + ω3) ∧ Y + f2(H)

On the other hand, since (ΛW )3 = spanR{ω1∧ω2∧ω3}, the linear map f2 : sl(2)→ (ΛW )3 satisfies

that f2(A) = γω1 ∧ ω2 ∧ ω3, for some γ ∈ R. Moreover, as (ΛW )4 = 0, we have:

(Λ(W ⊕ sl(2)))0 = R

(Λ(W ⊕ sl(2)))1 = W

(Λ(W ⊕ sl(2)))2 = W ∧W ⊕ sl(2)

(Λ(W ⊕ sl(2)))3 = W ∧ sl(2))⊕W ∧W ∧W,

(Λ(W ⊕ sl(2)))2n+1 = W ∧ sl(2)) ∧ · · · ∧ sl(2))︸ ︷︷ ︸
n−times

⊕W ∧W ∧W ∧ sl(2)) ∧ · · · ∧ sl(2))︸ ︷︷ ︸
(n−1)−times

, for n ≥ 2

(Λ(W ⊕ sl(2)))2n = W ∧W ∧ sl(2)) ∧ · · · ∧ sl(2))︸ ︷︷ ︸
(n−1)−times

⊕ sl(2)) ∧ · · · ∧ sl(2))︸ ︷︷ ︸
n−times

, for n ≥ 2

Let us denote δ the differential in the algebra Λ(W ⊕ sl(2)), that is δ(ωi) = d(ωi), for i = 1, 2, 3 and

δ(A) = dsl(2)(A), for A ∈ sl(2). We observe that:

• Ker(δ0) = R
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• Ker(δ1) = {0}, since {ω3 ∧ ω2, ω1 ∧ ω3, ω1 ∧ ω2} is a basis of W ∧W . Thus, a, b, c ∈ R:

δ1(aω1 + bω2 + cω3) = aω3 ∧ ω2 + bω1 ∧ ω3 + cω1 ∧ ω2 = 0⇔ a, b, c = 0

• Ker(δ2) = W 2. In fact,

δ2(ω1 ∧ ω2) = d(ω1) ∧ ω2 − ω1 ∧ d(ω2) = ω3 ∧ ω2 ∧ ω2 − ω1 ∧ ω1 ∧ ω3 = 0,

δ2(ω1 ∧ ω3) = d(ω1) ∧ ω3 − ω1 ∧ d(ω3) = ω3 ∧ ω2 ∧ ω3 − ω1 ∧ ω1 ∧ ω2 = 0,

δ2(ω3 ∧ ω2) = d(ω3) ∧ ω2 − ω3 ∧ d(ω2) = ω1 ∧ ω2 ∧ ω2 − ω3 ∧ ω1 ∧ ω3 = 0.

And for a, b, c ∈ R, we have:

δ2(aX + bY + cH) = ω2 ∧ (−aX + bY ) + ω1 ∧ (aH2 − b
H
2 + cX − cY )

+ω3 ∧ (aH2 + bH2 − cX − cY ) + af2(X) + bf2(Y ) + cf2(H).

Since {ω1 ∧X, ω1 ∧H, ω1 ∧ Y, ω2 ∧X, ω2 ∧H, ω2 ∧ Y, ω3 ∧X,ω3 ∧H, ω3 ∧ Y } is a basis

of W ∧ sl(2) and af2(X) + bf2(Y ) + cf2(H) = γω1 ∧ ω2 ∧ ω3, for some γ ∈ R, then

δ2(aX + bY + cH) = 0⇔ a = b = c = 0.

Moreover, Im(δ0) = {0} and Im(δ1) = W ∧W ,

then H0(Λ(W ⊕ sl(2)), δ) = R, H1(Λ(W ⊕ sl(2)), δ) = {0} and H2(Λ(W ⊕ sl(2)), δ) = {0}.

In this case the item 1 of Remark (4.3.1) is true, but the item 2 is not satisfied, here are some

calculations for δ4:

δ4(ω1 ∧ ω2 ∧X) = ω1 ∧ ω2 ∧ ω3 ∧ H
2

δ4(ω1 ∧ ω2 ∧ Y ) = ω1 ∧ ω2 ∧ ω3 ∧ H
2

δ4(ω1 ∧ ω2 ∧H) = −ω1 ∧ ω2 ∧ ω3 ∧ (X + Y )

δ4(ω1 ∧ ω3 ∧X) = −ω1 ∧ ω3 ∧ ω2 ∧X

δ4(ω1 ∧ ω3 ∧ Y ) = ω1 ∧ ω3 ∧ ω2 ∧ Y

δ4(ω1 ∧ ω3 ∧H) = 0

δ4(ω3 ∧ ω2 ∧X) = ω3 ∧ ω2 ∧ ω1 ∧ H
2

δ4(ω3 ∧ ω2 ∧ Y ) = −ω3 ∧ ω2 ∧ ω1 ∧ H
2

δ4(ω3 ∧ ω2 ∧H) = ω3 ∧ ω2 ∧ ω1 ∧ (X − Y )

The following theorem allows us to identify some homologies for the algebra Λ(W ⊕ sl(2)). We

recall that W = spanR{ω1, ω2, ω3} as in (4.2.1).

Theorem 4.4.1. If {ω1, ω2, ω3} are linearly independent, then

H0(Λ(W ⊕ sl(2)), δ) ∼= R, H1(Λ(W ⊕ sl(2)), δ) ∼= 0 and H2(Λ(W ⊕ sl(2)), δ) ∼= 0.
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And if {ω1, ω2, ω3} are linearly dependent, this is ω3 = λω1 + βω2, then

H0(Λ(W⊕sl(2)), δ) ∼= R, H1(Λ(W⊕sl(2)), δ) ∼= R when λ = 0 or β = 0 and H2(Λ(W⊕sl(2)), δ) ∼= 0.

Proof. The first part of theorem is obtained by observing that Ker(δ0) = R, Ker(δ1) = {0},
Ker(δ2) = W ∧W , Im(δ0) = {0} and Im(δ1) = W ∧W . as in the sine-Gordon equation.

The second part is a generalization of the Burgers’ equation case. For this we note that:

• Ker(δ0) = R

• Ker(δ1) = {aω1 : a ∈ R} ∼= R. Indeed,

δ1(ω1) = (λω1 + βω2) ∧ ω2 = λω1 ∧ ω2

δ1(ω1) = ω1 ∧ (λω1 + βω2) = βω1 ∧ ω2

and for a, b, c ∈ R:

δ1(aω1 + bω2) = (aλ+ bβ)ω1 ∧ ω2 = 0⇔ aλ+ bβ = 0

Observe that λ = β = 0 is impossible, since d(ω3) = ω1 ∧ ω2 = 0.

If λ = 0 and β 6= 0, then Ker(δ1) = {aω1 : a ∈ R} ∼= R.

If β = 0 and λ 6= 0, then Ker(δ1) = {bω2 : b ∈ R} ∼= R.

If λ 6= 0 and β 6= 0, then Ker(δ1) = {−bβλ ω1 + bω2 : b ∈ R}.

• Ker(δ2) = W ∧W . In fact,

δ2(ω1 ∧ ω2) = d(ω1) ∧ ω2 − ω1 ∧ d(ω2) = (λω1 ∧ ω2) ∧ ω2 + ω1 ∧ (βω1 ∧ ω2) = 0,

and for a, b, c ∈ R, we have:

δ2(aX + bY + cH) =

(c− cλ)ω1 ∧X + (−a− cβ)ω2 ∧X + (−c− cλ)ω1 ∧ Y
+(b− cβ)ω2 ∧ Y + (a+ aλ− b+ bλ)ω1 ∧ H

2 + (aβ + bβ)ω2 ∧ H
2 .

Since {ω1 ∧X, ω1 ∧H, ω1 ∧ Y, ω2 ∧X, ω2 ∧H, ω2 ∧ Y } is a basis of W ∧W ; then, for any

case of λ, β:

δ2(aX + bY + cH) = 0⇔ a = b = c = 0.

Therefore Ker(δ2) = W ∧W .

On the other hand Im(δ0) = {0} and Im(δ1) = W ∧W . This proves the theorem.
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4.5 Gauge transformation

The main goal of this work is to generate Sullivan decomposable algebras and we saw that this

can be achieved by using a twisting matrix. We introduce the notion of gauge transformation in

such a way that the structure equation (4.1.3) are invariant under the gauge transformation. In this

way, we have new twisting matrices, although the algebra the Sullivan decomposable generated

are not isomorphic to the original.

Below we review some aspect of Lie groups with the goal of arriving to expression (4.5.8).

Definition 4.5.1. Let G be a Lie group and Rg the right multiplication for each g ∈ G, given by

Rg : G → G

h 7→ hg.

The g-valued 1-form over G

ωG(g) : TgG → g ∼= TeG

vg 7→ TgR
−1
g (vg),

is called the right Maurer-Cartan form.

Let us see the right Maurer-Cartan form for the particular case in that G is a subgroup of GL(n,R),

the Lie group of invertible real matrices n× n). We consider the inclusion map

j : G → Mn×n

A 7→ [aij ]

(4.5.1)

where Mn×n is the set of n × n matrices. Then we have the differential dj : TG → Mn×n and two

right multiplications Rg : G→ G and

Rg : Mn×n → Mn×n

h 7→ hg

for g ∈ G. Moreover, we have the following commutative diagrams:

G G

Mn×n Mn×n

?

j

-Rg

?

j

-Rg

ThG TghG

Mn×n Mn×n

?

dj|h

-ThRg

?

dj|hg

-DRg

for any h ∈ G. Since Rg is linear, DRg(A) = Rg for all A ∈Mn×n, then for vg ∈ TgG

dj|e
(
ωG(vg)

)
= dj|e(TgRg−1vg)

= Rg−1

(
dj|g(vg)

)
= dj|g(vg)g−1

= dj(vg) (j ◦ π(vg))
−1

(4.5.2)
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where π : TG→ G is the tangent bundle projection, this is:

TG
π−→ G

j−→ Mn×n

vg 7→ g 7→ g
,

We note that the effect of dj|e is simply to interpret elements of TeG as matrices, and so can

suppressed it from equality (4.5.2). Taking this into account, and applying a reasonable abbrevia-

tion for

ωG(vg) = dj(vg) (j ◦ π(vg))
−1
,

we can write that

ωG = djj−1. (4.5.3)

But notice that if xij are the coordinate functions on Mn×n defined by xij(A) = aij , where A = [aij ],

then j is none other that the map [xij ] : A 7→ [xij(A)] = [aij ]. So j−1 is the map [xij ]
−1 : A → [aij ]

−1

and dj(A) = [dxij(A)], since:

dxij(A) : TAG → R

∂

∂ϕk

∣∣∣∣
A

7→
∂(id ◦ xij ◦ ϕ−1)

∂ϕk
(ϕ(A)),

where ϕk are coordinates functions on G, then dxij(A) =
m∑
k=1

∂(id ◦ xij ◦ ϕ−1)

∂ϕk
(ϕ(A))dϕk(A).

On the other hand

dj(A) : TAG → T[aij ]
Mn×n ∼= Rn×n

∂

∂ϕk

∣∣∣∣
A

7→

[(
∂(xij ◦ j ◦ ϕ−1)

∂ϕk
(ϕ(A))

)i
j

]
,

therefore dj(A)(vA) = [dxij(A)(vA)]. So that of (4.5.3) we arrive to the expression:

ωG(A) = [dxij(A)][xij ]
−1(A) = dAA−1 (4.5.4)

Example 4.5.1. The Right Maurer-Cartan form of G = SO(2), the Lie group of real orthogonal

matrices with determinant 1, is given by:

j : SO(2) M2×2

R R4
?

ϕ

-
[xij ]

?
ρ=(xij)

-

ϕ−1 : R → SO(2)

θ 7→

(
cos θ − sin θ

sin θ cos θ

) ρ : M2×2 → R4(
x y

z w

)
7→ (x, y, z, w)
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Let A ∈ G, so A =

(
cos(ϕ(A)) − sin(ϕ(A))

sin(ϕ(A)) cos(ϕ(A))

)
, and

ωG(A) =

(
− sin(ϕ(A))dϕ(A) − cos(ϕ(A))dϕ(A)

cos(ϕ(A))dϕ(A) − sin(ϕ(A))dϕ(A)

)(
cos(ϕ(A)) sin(ϕ(A))

− sin(ϕ(A)) cos(ϕ(A))

)
=

(
0 −dϕ(A)

dϕ(A) 0

)
.

Now we consider the smooth map f : M → G, where M is a manifold of dimension n, so for the

g-valued one-form ωG on M , the pullback f∗(ωG) is given by

f∗ : Ω1(G, g) → Ω1(M, g)

ωG 7→ f∗(ωG),

where

f∗(ωG)(p) : TpM → g

ξp 7→ (ωG)(f(p))(d(f)(p)(ξp)).

Again let us consider the case where G is a subgroup of GL(n,R) with the goal of arriving at the

expression f∗(ωG) = d(f)f−1. We use the map j defined in (4.5.1),

j ◦ f : M → Mn×n

p 7→ [f(p)ij ]

As we saw before, and j = [xij ], therefore:

d(xij ◦ f)(p) : TpM → R
∂

∂ψk

∣∣∣∣
A

7→
∂(id ◦ xij ◦ f ◦ ψ−1)

∂ψk
(ψ(A)),

where ψk are coordinates functions on M .

Then d(xij ◦ f)(p) =
m∑
k=1

∂(id ◦ xij ◦ f ◦ ψ−1)

∂ψk
(ψ(A))dψk(p).

Therefore, d(j ◦ f)(p)(ξp) = [d(xij ◦ f)(p)(ξp)] ∈ G, and by the rule chain,

d(j ◦ f)(p)(ξp) = [d(xij)(f(p))(d(f)(p)(ξp))] (4.5.5)

Using the expression in (4.5.4), we have

(ωG)(f(p))(d(f)(p)(ξp)) = [dxij(f(p))(d(f)(p)(ξp))][x
i
j ]
−1(f(p)),

and for the equality (4.5.5), we have the following identification:

(ωG)(f(p))(d(f)(p)(ξp)) = (d(j ◦ f)(p)(ξp))(j ◦ f)−1(p).

Thus, f∗(ωG)(f(p)) = d(f)(p)(f(p))−1 and

f∗(ωG) = d(f)f−1. (4.5.6)
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On the other hand, for some fixed g ∈ G the map

Cg : G → G

x 7→ gxg−1

is a Lie group automorphism called the conjugation map, and the tangent map

TeCg : TeG → TeG

ve 7→ TeCg(ve)

TeCg : g→ g by the isomorphism TeG ∼= g, is called the adjoint map and it is denoted Adg. In our

case in which G ⊂ GL(n,R), we have AdA(B) = ABA−1, for A ∈ G and B ∈ g (see [11]).

Let α ∈ Ω1(M, g). Then (j ◦ f)α(j ◦ f)−1 ∈ Ω1(M,Mn×n), in which we consider α and j ◦ f as

Mn×n-valued one-forms over M , so

(j ◦ f)α(j ◦ f)−1(p) : TpM → Mn×n

ξp 7→ [xij ◦ f(p)]αp(ξp)[x
i
j ◦ f(p)]−1.

By the adjoint map of a Lie group G, we can ensure that for each p ∈M the term

[xij ◦ f(p)]αp[x
i
j ◦ f(p)]−1 ∈ g

and therefore (j ◦ f)α(j ◦ f)−1 ∈ Ω1(M, g), which can be identified with fαf−1.

In general, we obtain the last form, in the following manner: For a fixed element g inG, Adg induces

the map

∗Adg : Ω1(M, g) → Ω1(M, g)

α 7→ ∗Adg(α)

where, for p ∈M
∗Adg(α)(p) : TpM → g

ξp 7→ Adg(αp(ξp))

Finally, us define the g-valued 1-form over M :

Adf (α)(p) : Ω1(M, g) → Ω1(M, g)

α 7→ Adf (α)

Adf (α)(p) : TpM → g

ξp 7→ Adf(p)

(
αp(ξp)

)
In the case of linear Lie Groups G ⊂ GL(n,R), we can write

Adf (α)(p) : TpM → g

ξp 7→ [xij ◦ f(p)]αp(ξp)[x
i
j ◦ f(p)]−1.

So, we arrive at the identification

Adf (α) = fαf−1. (4.5.7)
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Therefore, for a Lie group G with Lie algebra g, from (4.5.6) and (4.5.7), we have the g-valued

one-form over M

fαf−1 + d(f)f−1, for G ⊂ GL(n,R)

Adf (α) + f∗(ωG), for any G group of Lie .

We can write the following definition:

Definition 4.5.2. Let G be a group of lie such that G ⊂ GL(n,R), with lie algebra g and f : M → G

in C∞(M,G). Define the g-valued 1-form over M :

fαf−1 + d(f)f−1 (4.5.8)

This form is known as a gauge transformation on α by the map f .

Now we apply the above remarks to equations of pseudo-spherical type. We assume that f ∈

C∞(ε, SL(2)), then f =

(
a b

c e

)
where a, b, c, e ∈ C∞(ε,R). For the last identification of f as

j ◦ f ∈ C∞(ε,M2×2) then

d(f) =

(
d(a) d(b)

d(c) d(e)

)
and we denoted

dH(f) =

(
dH(a) dH(b)

dH(c) dH(e)

)
And if we consider M2×2 as Lie algebra and exterior derivative on the M2×2-valued form, then

by Remark (3.4.1), we have that d(f) = df and dH(f) = dHf . Under these identifications we

enunciate the following theorem:

Theorem 4.5.1. Let be ε a pseudo-spherical manifold with associated one forms ωi (i = 1, 2, 3)

and sl(2)-valued zero curvature representation

α =
1

2

(
ω2 ω1 − ω3

ω1 + ω3 −ω2

)
∈ Ω1,0(ε, sl(2)).

If f ∈ C∞(ε, SL(2)), then α̂ = fαf−1 + dH(f)f−1 ∈ Ω1,0(ε, sl(2)) and α̂ is also a sl(2)-valued zero

curvature representation for ε.

Proof. For the last definition α̂ = fαf−1 +d(f)f−1 ∈ Ω1(ε, sl(2)). So, we can calculate the exterior

derivative on the sl(2)-valued form α̂, this is d(α̂).

Now, we observe that by applying the Leibnitz rule and using the constant map h : ε → G such

that h(ε) = I where I is the identity matrix we have, this map can be obtained by the map f by the

expression d(ff−1) = d(h) = 0, and so d(f)f−1 + fd(f−1) = 0, so

d(f−1) = −f−1d(f)f−1, (4.5.9)
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and we have:

d(α̂) = d(f) ∧ αf−1 + f ∧ d(αf−1) + d(d(f)) ∧ f−1 − d(f) ∧ d(f−1)

= d(f) ∧ αf−1 + f ∧ d(α) ∧ f−1 − f ∧ α ∧ d(f−1)− d(f) ∧ d(f−1)

= d(f) ∧ αf−1 + fd(α)f−1 − fα ∧ d(f−1)− d(f) ∧ d(f−1).

On the other hand, using the properties of exterior product and (4.5.9)

α̂ ∧ α̂ = (fαf−1) ∧ (fαf−1) + (fαf−1) ∧ (d(f)f−1) + (d(f)f−1) ∧ (fαf−1)

+ (d(f)f−1) ∧ (d(f)f−1)

= fα ∧ αf−1 + fαf−1 ∧ d(f)f−1 + d(f) ∧ αf−1 + d(f)f−1 ∧ d(f)f−1

= fα ∧ αf−1 − fα ∧ d(f−1) + d(f) ∧ αf−1 + d(f) ∧ d(f−1).

Moreover, α ∈ Ω1,0(ε,M2×2) then fαf−1 + dH(f)f−1 ∈ Ω1,0(ε,M2×2) and

d(α̂) = dH(f) ∧ αf−1 + fdH(α)f−1 + fα ∧ dH(f−1) + dH(f) ∧ dH(f−1).

By hypothesis dH(α) = α ∧ α, therefore dH(α̂) = α̂ ∧ α̂, this is, α̂ is a sl(2)-valued zero curvature

representation for ε (see Definition 3.4.1).

Let us observe explicitly α̂ for f : ε→ SL(2) such that f =

(
a b

c e

)
where a, b, c, e ∈ C∞(ε,R)

α̂ = fαf−1 + dH(f)f−1

=

(
a b

c e

)(
ω2 ω1 − ω3

ω1 + ω3 −ω2

)(
e −b
−c a

)
+

1

2

(
dH(a) dH(b)

dH(c) dH(e)

)(
e −b
−c a

)

=
1

2

α̂11 α̂12

α̂21 α̂22


where

α̂11 = (ae+ bc)ω2 + (be− ac)ω1 + (be+ ac)ω3 + 2(dH(a)e− dH(b)c)

α̂12 = −2abω2 + (a2 − b2)ω1 − (b2 + a2)ω3 − 2(dH(a)b− dH(b)a)

α̂21 = 2ceω2 + (e2 − c2)ω1 − (e2 + c2)ω3 + 2(dH(c)e− dH(e)c)

α̂22 = −(ae+ bc)ω2 − (be− ac)ω1 − (be+ ac)ω3 − 2(dH(c)b− dH(e)a)

Since, f ∈ C∞(ε, SL(2)) then ae− cb = 1, therefore dH(ae− cb) = 0 and

dH(a)e− dH(b)c = dH(c)b− dH(e)a,
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therefore as above α̂ ∈ Ω1,0(ε, sl(2)). Moreover α̂ induces one-forms ω̂i, i = 1, 2, 3 such that

α̂ =
1

2

(
ω̂2 ω̂1 − ω̂3

ω̂1 + ω̂3 −ω̂2

)
.

Where,

ω̂1 = −2(ab−ce)ω2+(a2−b2+e2−c2)ω1−(b2+a2−e2−c2)ω3−2(dH(a)b−dH(b)a−dH(c)e+dH(e)c)

ω̂2 = (ae+ bc)ω2 + (be− ac)ω1 + (be+ ac)ω3 + 2(dH(a)e− dH(b)c)

ω̂3 = 2(ab+ce)ω2−(a2−b2−e2+c2)ω1−(b2+a2+e2+c2)ω3−2(dH(a)b−dH(b)a+dH(c)e−dH(e)c)

From the last theorem, since dH(α̂) = α̂ ∧ α̂, then:

dH(ω̂1) = ω̂3 ∧ ω̂2

dH(ω̂2) = ω̂1 ∧ ω̂3

dH(ω̂3) = ω̂1 ∧ ω̂2.

Examples 4.5.1. We present some case for the function f : ε → G where ρ : ε → R is a smooth

function:

(
cos(ρ2 ) − sin(ρ2 )

sin(ρ2 ) cos(ρ2 )

) 
ω̂1 = sin(ρ) ω2 + cos(ρ) ω1

ω̂2 = cos(ρ) ω2 − sin(ρ) ω1

ω̂3 = ω3 + dH(ρ)

(
cosh(ρ2 ) sinh(ρ2 )

sinh(ρ2 ) cosh(ρ2 )

) 
ω̂1 = ω1 + dHρ

ω̂2 = cosh(ρ) ω2 + sinh(ρ) ω3

ω̂3 = sinh(ρ) ω2 + cosh(ρ) ω3

(
cosh(ρ2 ) + sinh(ρ2 ) 0

0 cosh(ρ2 )− sinh(ρ2 )

) 
ω̂1 = cosh(ρ) ω1 − sinh(ρ) ω3

ω̂2 = ω2 + dH(ρ)

ω̂3 = − sinh(ρ) ω1 + cosh(ρ) ω3

Thus, in our terminology of twisting matrices, Θα̂ determines a Sullivan decomposable algebra

Λ(spanR{ω̂1, ω̂2, ω̂3} ⊕ sl(2)).

Given a sl(2)-valued zero curvature representation for ε say α, we introduce the following notations:

Wα := spanR{ω1, ω2, ω3},

(ΛWα, d) := (Wα, dα), (see 4.2.2),

Λα := Λ(Wα ⊕ sl(2), δα)

and the map dsl(2) defined in (4.2.4) by dsl(2)α
.
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Theorem 4.5.2. Assume α is a zcr for ε and α is a zcr for ε and consider the subvector spaces Wα

and Wα of Ω1,0(ε) and Ω1,0(ε) respectively. There is a isomorphism of vector spaces Wα

φ1

∼= Wα if

and only if φ1 induces a isomorphism of cdga’s Λα
φ̂∼= Λα, where

dsl(2)α
= m ◦Θα + f2 and dsl(2)α

= m ◦Θα + η ◦ f2,

with f2 : sl(2)→ (ΛW )3 a linear map and η : (ΛWα)3 → (ΛWα)3 such that

η(ω1 ∧ ω2 ∧ ω3) = ω1 ∧ ω2 ∧ ω3.

Proof. Suppose that there is a isomorphism φ1. We define the isomorphism φ = {φ1, φ2} of

graded vector spaces Wα ⊕ sl(2) and Wα ⊕ sl(2), such that φ1(ωi) = ωi, i = 1, 2, 3 and φ2 = Id.

Since, φ extend to φ̂ a morphism of commutative graded algebras, φ̂ : Λα → Λα such that φ̂

satisfies:

φ̂ ◦ dα(ωi) = dα ◦ φ̂(ωi), for i = 1, 2, 3; in fact, if i = 1,

φ̂(dα(ω1)) = φ̂(ω3 ∧ ω2) = ω3 ∧ ω2 = dα(φ̂(ω1)).

φ̂ ◦ dsl(2)α
(A) = φ̂

(1

2

(
ω2 ⊗ [A,H] + (ω1 − ω3)⊗ [A,X] + (ω1 + ω3)⊗ [A, Y ]

)
+ f2(A)

)
=

1

2

(
ω2 ⊗ [A,H] + (ω1 − ω3)⊗ [A,X] + (ω1 + ω3)⊗ [A, Y ]

)
+ φ̂ ◦ f2(A)

= dsl(2)α
◦ φ̂(A)

therefore, φ̂ is a isomorphism of cdga’s.

Now suppose that there is a isomorphismo of cdga’s Λα
φ̂∼= Λα, then we have Λ1

α
∼= Λ1

α and

Λ1
α = Wα, this is Wα

∼= Wα

Examples 4.5.2. 1. The sine-Gordon equation determines the manifold ε of pseudo-spherical

type then {ω1, ω2, ω3} are linearly independent (see 4.4), and α̂ = fαf−1 +dH(f)f−1) where

f =

(
cos(ρ2 ) − sin(ρ2 )

sin(ρ2 ) cos(ρ2 )

)
induces the forms {ω1, ω̂2, ω3} which also are linearly independent

(see Example 4.5.1). By last theorem Λα
φ̂∼= Λα̂.

2. The Burgers’ equation ut = uxx + uux determines the manifold ε of pseudo-spherical type

then {ω1, ω2} are linearly independent and ω3 = −ω2 (see 4.3), and α̂ = fαf−1 + dH(f)f−1

where f =

(
cosh(ρ2 ) sinh(ρ2 )

sinh(ρ2 ) cosh(ρ2 )

)
induces the forms {ω̂1, ω̂2} which also are linearly indepen-

dent and ω3 = −ω2 (see Example 4.5.1). Indeed,
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ω̂1 = ω1 + dH(ρ)

ω̂2 = cosh(ρ) ω2 − sinh(ρ) ω3

ω̂3 = sinh(ρ) ω2 − cosh(ρ) ω3.

By last theorem Λα
φ̂∼= Λα̂.

3. But, the last example if f =

(
cos(ρ2 ) − sin(ρ2 )

sin(ρ2 ) cos(ρ2 )

)
where ρ is not constant, then {ω̂1, ω̂2, ω̂3}

are linearly independent, since

ω̂1 = sin(ρ) ω2 + cos(ρ) ω1

ω̂2 = cos(ρ) ω2 − sin(ρ) ω1

ω̂3 = −ω2 + dH(ρ).

This allows us to conclude that the gauge transformations α 7→ α̂ does not always induce an

isomorphism of algebras Λα ∼= Λα̂

4.6 Hierarchies of evolution equations of pseudo-spherical type

Hierarchies of evolution equations of pseudo-spherical type are introduced in [19] and [20]; this

definition generalize the notion of a manifold of pseudo-spherical type determined by a single

equation.

We present a Sullivan decomposable algebra generated by a hierarchy of pseudo-spherical type

using the twisting matrix and Theorem (1.5.2), generalizing Theorem (4.2.1).

Definition 4.6.1. A countable system of evolution equations of finite order

∂u

∂τi
= Fi(x, τi, u,

∂u

∂x
, . . . ,

∂u

∂xri
) (4.6.1)

in two independent variables x, τi is a hierarchy pseudo-spherical type if there exist one-forms

w
[n]
α , α = 1, 2, 3, n ≥ 0

ω[0]
α = fα1dx+ fα2dt ∈ ε[0]

ω[n]
α = fα1dx+ fα2dt+

n∑
k=1

hαkdτk ∈ ε[n]

 (4.6.2)

where ε[n] is a manifold determines by the system uτi = Fi, i = 0, 1, . . . , n, whose coefficients

fα1, fα2, hαk are differential functions, such that for each n ≥ 0,

d
H
ω

[n]
1 = w

[n]
3 ∧ ω

[n]
2 , d

H
ω

[n]
2 = w

[n]
1 ∧ ω

[n]
3 , d

H
ω

[n]
3 = w

[n]
1 ∧ ω

[n]
2 .

By this definition, we have for n ≥ 0 the following forms in Ω1,0(ε[n], sl(2)):

α[n] =
1

2

(
ω

[n]
2 ω

[n]
1 + ω

[n]
2

ω
[n]
1 − ω

[n]
2 −ω[n]

2

)
=

1

2
{ω[n]

2 ⊗H + (ω
[n]
1 + ω

[n]
2 )⊗X + (ω

[n]
1 − ω

[n]
2 )⊗ Y }

Moreover dH(α[n]) = α[n] ∧ α[n] as in the proof of Theorem (4.1.1).
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We can define the twisting matrix for n ≥ 0

Θ
[n]
α : sl(2) → Ω1,0(ε[n])⊗ sl(2)

A 7→ 1
2

(
ω

[n]
2 ⊗ [A,H] + (ω

[n]
1 − ω

[n]
3 )⊗ [A,X] + (ω

[n]
1 + ω

[n]
3 )⊗ [A, Y ]

)
Thus, there is a cdga (ΛW [n], d[n]), for each n ≥ 0 as in (4.2.2), where

W [n] = spanR{ω[n]
1 , ω

[n]
2 , ω

[n]
3 },

d[n](ω
[n]
1 ) = ω

[n]
3 ∧ ω

[n]
2 ,

d[n](ω
[n]
2 ) = ω

[n]
1 ∧ ω

[n]
3 ,

d[n](ω
[n]
3 ) = ω

[n]
1 ∧ ω

[n]
2 ,

and, we obtain the twisting matrix on W [n] (not on Ω1,0(ε[n])) for each n ≥ 1 given by:

Θ
[n]
α : sl(2) → W [n] ⊗ sl(2)

A 7→ 1
2

(
ω

[n]
2 ⊗ [A,H] + (ω

[n]
1 − ω

[n]
3 )⊗ [A,X] + (ω

[n]
1 + ω

[n]
3 )⊗ [A, Y ]

) (4.6.3)

Now, we define the cdga (ΛW≤[n], d≤[n]), for each n ≥ 0 fixed, where

W≤[n] = spanR{ω[0]
1 , ω

[0]
2 , ω

[0]
3 , . . . , ω

[n]
1 , ω

[n]
2 , ω

[n]
3 },

d≤[n](ω
[j]
α ) = d[j](ω

[j]
α ), for all j ≤ n and α = 1, 2, 3.

By means of Theorem (1.5.2) for n ≥ 0 fixed, we have the following Sullivan decomposable alge-

bra: ΛV = Λ(W≤[n] ⊕ sl(2)⊕ · · · ⊕ sl(2)︸ ︷︷ ︸
n−times

), where:

V 0 = {0}
V 1 = W≤[n]

V 2 = sl(2)
...

V n+1 = sl(2)

V n+2 = sl(2)

V k = {0}, for k ≥ n+ 3;

via the linear maps dV n defined by

dV n : sl(2) → Λ(W [n] ⊕ sl(2))

A 7→ m ◦Θ
[n]
α (A) + fn+2(A)

(4.6.4)

wherem is the exterior product on graded algebra ΛV , and we consider fn+2 : sl(2)→ (ΛV ≤n+1)n+3

the null map for n ≥ 0. Thus, we have that given a a hierarchy
∂u

∂τi
= Fi of pseudo-spherical type
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with associated one forms

ω[0]
α = fα1dx+ fα2dt ∈ ε[0], and ω[n]

α = fα1dx+ fα2dt+

n∑
k=1

hαkdτk ∈ ε[n],

we obtain a Sullivan decomposable algebra.

Now, let us express the matrix α[n] as in (4.1.5) and calculate dH

(
α[n]

)
, 1

2 [α[n], α[n]]:

α[n] = 1
2



f21dx+ f22dt+
n∑
k=1

h2kdτk (f11 − f31)dx+ (f12 − f32)dt+
n∑
k=1

(h1k − h3k)dτk

(f11 + f31)dx+ (f12 + f32)dt+
n∑
k=1

(h1k − h3k)dτk

−
(
f21dx+ f22dt+

n∑
k=1

h2kdτk

)


=
1

2

(
f21 f11 − f31

f11 + f31 −f21

)
︸ ︷︷ ︸

X

dx+
1

2

(
f22 f12 − f32

f12 + f32 −f22

)
︸ ︷︷ ︸

T

dt

+
1

2

(
h21 h11 − h31

h11 + h31 −h21

)
︸ ︷︷ ︸

H
[n]
1

dτ1 +
1

2

(
h22 h12 − h32

h12 + h32 −h22

)
︸ ︷︷ ︸

H
[n]
2

dτ2

+
1

2

(
h23 h13 − h33

h13 + h33 −h23

)
︸ ︷︷ ︸

H
[n]
3

dτ3 + · · ·+ 1

2

(
h2n h1n − h3n

h1n + h3n −h2n

)
︸ ︷︷ ︸

H
[n]
k

dτn

= Xdx+ Tdt+
n∑
k=1

H
[n]
k dτn

We have:

dH

(
α[n]

)
= dH

(
Xdx+ Tdt+

n∑
k=1

H
[n]
k dτn

)

= DtXdt ∧ dx+
n∑
k=1

DtkXdτk ∧ dx+DxTdx ∧ dt+
n∑
k=1

DtkTdτk ∧ dt+

DxH
[n]
1 dx ∧ dτ1 +DtH

[n]
1 dt ∧ dτ1 +

n∑
k=1

DτkH
[n]
1 dτk ∧ dτ1+

DxH
[n]
2 dx ∧ dτ2 +DtH

[n]
2 dt ∧ dτ2 +

n∑
k=1

DτkH
[n]
2 dτk ∧ dτ2+

...

DxH
[n]
n dx ∧ dτn +DtH

[n]
n dt ∧ dτn +

n∑
k=1

DτkH
[n]
n dτk ∧ dτn

= (DtX −DxT ) dt ∧ dx+
n∑
k=1

(
DτkX −DxH

[n]
k

)
dτk ∧ dx+

n∑
k=1

(
DτkT −DtH

[n]
k

)
dτk ∧ dt+

∑
k<j

(
DτjHk −DτkHj

)
dτj ∧ dτk,
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1
2
[α[n], α[n]] = 1

2

[
Xdx+ Tdt+

n∑
k=1

H
[n]
k dτk , Xdx+ Tdt+

n∑
k=1

H
[n]
k dτk

]

= 1
2

{
[X,T ] dx ∧ dt+ [T,X] dt ∧ dx+

n∑
k=1

[
X,H

[n]
k

]
dx ∧ dτk+

n∑
k=1

[
H

[n]
k , X

]
dτk ∧ dx+

n∑
k=1

[
T,H

[n]
k

]
dt ∧ dτk+

n∑
k=1

[
H

[n]
k , T

]
dτk ∧ dt+

n∑
k,j=1

[
H

[n]
k , H

[n]
j

]
dτk ∧ dτj

}

= 1
2

{
−2 [X,T ] dt ∧ dx− 2

n∑
k=1

[
X,H

[n]
k

]
dτk ∧ dx

−2
n∑
k=1

[
T,H

[n]
k

]
dτk ∧ dt− 2

∑
k<j

[
H

[n]
k , H

[n]
j

]
dτj ∧ dτk

}

= −
{

[X,T ] dt ∧ dx+
n∑
k=1

[
X,H

[n]
k

]
dτk ∧ dx+

n∑
k=1

[
T,H

[n]
k

]
dτk ∧ dt+

∑
k<j

[
H

[n]
k , H

[n]
j

]
dτj ∧ dτk

}
.

Then,

DtX −DxT + [X,T ] = 0

DτkX −DxH
[n]
k +

[
X,H

[n]
k

]
= 0, for k = {1, ..., n}

DτkT −DtH
[n]
k +

[
T,H

[n]
k

]
= 0, for k = {1, ..., n}

DτjHk −DτkHj +
[
H

[n]
k , H

[n]
j

]
= 0, for k = {1, ..., n}, j = {1, ..., n}, k < j

thus we is conclude that:

1. The equation ∂u
∂t = F0 describes a manifold of pseudo-spherical type with associated one-

forms ω[0]
α = fα1dx + fα2dt ∈ ε[0], with zcr for ε[0] given by α[0] = Xdx + Tdt ∈ Ω1,0(ε[0]) as

we saw earlier.

2. The equation ∂u
∂τi

= Fi describes a manifold of pseudo-spherical type with associated one-

forms

ωαi = fα1dx+ hαidτi ∈ εi

with zcr for εi given by αi = Xdx +Hidτi. Therefore, for each equation
∂u

∂τi
= Fi of (4.6.1),

we have by Theorem (4.2.1) the Sullivan decomposable algebras: ΛV = Λ(W i⊕sl(2)) where

V 0
i = {0}
V 1
i = spanR{ωi1, ωi2, ωi3}
V 2
i = sl(2)

V ki = {0} for k ≥ 3
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via the linear map dsl(2) defined by

dsl(2) : sl(2) → Λ(W i ⊕ sl(2))

A 7→ m ◦Θαi(A) + f2(A),

(4.6.5)

where m is the exterior product on graded algebra Λ(W ⊕ sl(2)) and f2 : sl(2)→ (ΛW i)3 is a

linear map.

3. The ones-forms σαj = fα2dt + hαjdτj (j fixed) and σαij = hαidτi + hαjdτj , (i, j) fixed i 6= j

satisfy the equations (4.1.3).

Example 4.6.1. In the paper [20] by Reyes, he presents the Korteweg-de Vries hierarchy of

pseudo-spherical type; this example follows from the seminal paper by Chern and Peng [5]. The

associated functions are:

f11 = 1− u, f12 = λux − uxx − 2u2 + 2u− λ2u+ λ2;

f21 = λ, f22 = λ3 + 2λu− 2ux;

f31 = −1− u, f32 = λux − uxx − λ2u− 2u2 − λ2 − 2u;

and
h1i = 1

2λB
(i+1)
x − 1

2B
(i+1)
xx − uB(i+1) +B(i+1);

h2i = λB(i+1) −B(i+1)
x ;

h3i = 1
2λB

(i+1)
x − 1

2B
(i+1)
xx − uB(i+1) −B(i+1),

in which

B(i) =

i∑
j=0

Bjλ
2(i−j) = B0λ

2i +B1λ
2(i−1) + · · ·+Bi−1λ+Bi,

and the functions Bj are defined recursively by means of the equations

B0,x = 0,

Bj+1,x = Bj,xxx + 4uBj,x + 2uxBj , j ≥ 0.

The functions Fi, i ≥ 0, are given by

Fi =
1

2
Bi+1,xxx + uxBi+1 + 2uBi+1,x =

1

2
Bi+2,x

or, equivalently in terms of the functions B(i), by

Fi =
1

2
B(i+1)
xxx + uxB

(i+1) + 2uB(i+1)
x − 1

2
λ2B(i+1)

x

For instance, if B0 = 1 and all integration constants are set to zero, then

B1,x = 2ux ⇒ B1 = 2u

B2,x = 2uxxx + 12uxu⇒ B2 = 2uxx + 6u2

B3,x = 2uxxxxx+ 40uxuxx + 20uuxxx + 60u2ux ⇒ B3 = 2uxxxx + 20u3 + 10u2
x + 20uuxx

B(0) = 1, B(1) = λ2 + 2u, B(2) = λ4 + 2λ2u+ 2uxx + 6u2
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and the equation uτ0 = F0 is the standard K-dV equation ut = uxxx+6uux, the equations uτ1 = F1

and uτ2 = F2 can be also found easily. They are:

uτ1 = uxxxxx + 20uxuxx + 10uuxxx + 30u2ux

uτ2 = uxxxxxxx + 70uxxuxxx + 42uxuxxxx + 14uuxxxxx + 70u3
x + 280uuxuxx + 70u2uxxx + 140u3ux.

4.7 Algebra of polynomial differential forms

In this section section, we briefly explain some aspects for the construction of the Algebra of poly-

nomial differential forms; this algebra allows us to define a functor APL, which construction is

originally due to Sullivan [24], [25] we will apply this construction to our differential equations in the

next section.

Definition 4.7.1. A simplicial object S with values in a category C is a sequence {Sn}n≥0 of

objects in C, together with C-morphisms ∂i : Sn+1 → Sn, for 0 ≤ i ≤ n+ 1 and sj : Sn → Sn+1, for

0 ≤ j ≤ n; satisfying the following relations:

• ∂i∂j = ∂j−1∂i, i < j

• sisj = sj+1si, i ≤ j

• ∂isj =


sj−1∂i, j < i

id, i = j, j + 1

sj∂i−1, i > j + 1

A simplicial morphism ϕ : L → K between two such simplicial objects is a sequence of C-
morphisms ϕ : Ln → Kn commuting with the ∂i and sj , this is, for each n ≥ 0:

ϕn∂
L
i = ∂Ki ϕn+1, for 0 ≤ i ≤ n+ 1, and sKj ϕn = ϕn+1s

L
j , for 0 ≤ j ≤ n.

In other words, we have the diagrams

Ln Ln+1

Kn Kn+1

?

ϕn

?

ϕn+1

�∂
L
i

�∂
K
i

Ln Ln+1

Kn Kn+1

?

ϕn

-
sLj

?

ϕn+1

-
sKj

A simplicial set K = {Kn}n≥0 is a simplicial object in the category of sets. In this case each Kn is

a set, and ∂i and sj are functions between sets. We denote by sSET the category of simplicial sets.

Example 4.7.1. Let ∆n be a standard n-simplex, this is ∆n is the convex hull of the canonical

basis e0, . . . , en of Rn+1:

∆n = {
n∑
i=0

tiei; 0 ≤ ti ≤ 1,

n∑
i=0

ti = 1},
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and let X be a topological space; a singular n-simplex in X is a smooth function σ : ∆n → X. The

set of singular n-simpleces in X will be denoted by Sn(X). The sequence S(X) = {Sn(X)}n≥0

constitutes a simplicial set with operators ∂i and sj defined by the functions λi and qj respectively:

∂i : Sn+1(X) → Sn(X)

σ 7→ σ ◦ λi,
and sj : Sn → Sn+1

σ 7→ σ ◦ qj ,

where

λi : ∆n → ∆n+1

(t0, . . . , tn) 7→ (t0, . . . , ti−1, 0, ti, ..., tn).

qj : ∆n+1 → ∆n

(t0, . . . , tn+1) 7→ (t0, . . . , tj + tj+1, tj+2 . . . , tn+1)

In terms of category this assignation of X to S(X) is the singular simplexes functor.

A simplicial dga A = {An}n≥0 is a simplicial object in the category of dga’s. In this case each An
is a dga and ∂i and sj are morphisms of dga’s. We will denote by sDGA the category of simplicial

dga’s .

Let us consider the free commutative graded algebra on the graded vector space over a field k,

V = {V n}n≥0, where V 0 = 〈t0, . . . , tn〉, V 1 = 〈y0, . . . , yn〉 and V n = {0} , for n ≥ 2. Hence, from

the isomorphism given in (2.1.1):

Λ(t0, . . . , tn, y0, . . . , yn) ∼= Λ(t0, . . . , tn)⊗ Λ(y0, . . . , yn).

Moreover, we note that:

Λ(t0, . . . , tn) = Λ (〈t0〉 ⊕ · · · ⊕ 〈tn〉)

= Λ(t0)⊗ · · · ⊗ Λ(tn)

= K[t0]⊗ · · · ⊗K[tn]

= K[t0, . . . , tn]

Thus, Λ(t0, . . . , tn, y0, . . . , yn) ∼= K[t0, . . . , tn]⊗ Λ(y0, . . . , yn).

There is a unique differential in this algebra specified by dti → yi and dyj → 0. Now, we consider

the ideal I of Λ(t0, . . . , tn, y0, . . . , yn) generated by the two elements
n∑
i=0

ti − 1 and
n∑
j=0

yj , this is

I =

(
n∑
i=0

ti − 1,
n∑
j=0

yj

)
. Observe that

Ikn = Λ(t0, . . . , tn, y0, . . . , yn)k(

n∑
i=0

ti − 1) + Λ(t0, . . . , tn, y0, . . . , yn)k−1
( n∑
j=0

yj

)
.

Moreover In is stable under the differential d. In fact, if α ∈ In, then α has the form:

α = x
( n∑
i=0

ti − 1
)

+ y
( n∑
j=0

yj

)
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when x ∈ Λ(t0, . . . , tn, y0, . . . , yn)p and y ∈ Λ(t0, . . . , tn, y0, . . . , yn)p−1.

Thus,

d(α) = d(x)

( n∑
i=0

ti − 1

)
+ (−1)px d

( n∑
i=0

ti − 1

)
+ d(y)

( n∑
j=0

yj

)
+ (−1)p−1y d

( n∑
j=0

yj

)

= d(x)

( n∑
i=0

ti − 1

)
+ (−1)px

( n∑
j=0

yj

)
+ d(y)

( n∑
j=0

yj

)

= d(x)

( n∑
i=0

ti − 1

)
+
(
(−1)px+ d(y)

)( n∑
j=0

yj

)
Therefore, d(α) ∈ Ip+1

n .

So, we can define the quotient differential algebra for each n ≥ 0:

Λ(t0, . . . , tn, y0, . . . , yn)
/( n∑

i=0

ti − 1,

n∑
j=0

yj

)
.

This algebras allow us to define de following simplicial cdga.

Definition 4.7.2. The algebra of polynomial differential forms with coefficient in k , denoted

APL = {(APL)n}n≥0 , is the simplicial cdga given by

(APL)n = Λ(t0, . . . , tn, y0, . . . , yn)
/( n∑

i=0

ti − 1,

n∑
j=0

yj
)
,

in which the basis elements ti have degree zero and the basis elements yj have degree 1 and the

derivation is determined by dti = yi, dyj = 0 for all i, j, and the operators ∂i and sj are specified

by:

∂i : (APL)n+1 → (APL)n

tk 7→


tk, k < i;

0, k = i;

tk−1, k > i.

and sj : (APL)n → (APL)n+1

tk 7→


tk, k < j;

tk + tk+1, k = j;

tk+1, k > j.

We note that the definition is complete as written, since the differential must commute with ∂i, sj ,

then is sufficient to define these functions in terms of tk, in fact

∂i(yk) = ∂i(d(tk)) = (∂i ◦ d)(tk) = (d ◦ ∂i)(tk) = d(∂i(tk))

and

sj(yk) = sj(d(tk)) = (sj ◦ d)(tk) = (d ◦ sj)(tk) = d(sj(tk)).

Remark 4.7.1. The elements of (APL)n are called Polynomial differential forms with coeffi-

cients in k, for the following reason. When k = Q, the algebra (APL)n is isomorphic to the

algebra of Q-polynomial forms on ∆n, the last algebra is defined below:
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Definition 4.7.3.

1. The restriction of any C∞ differential form on Rn+1 to ∆n is called a C∞ form on it. They are

expressed as

ω =
∑

I=(i1<···<ir)

fi1...irdti1 ∧ · · · ∧ dtir (4.7.1)

where fi1...ir is a smooth function on an open subset of Rn+1 containing ∆n.

2. If fi1...ir (t0, . . . , tn) ∈ Q[t0, . . . , tn] in (4.7.1) this is fi1...ir are polynomial with rational coeffi-

cients on ∆n, then ω is called a Q polynomial r-form.

This definition is used to define differential forms on a simplicial complex, see [15] and [16].

We denote by A∗(∆n) and A∗Q(∆n) the algebras of all C∞ forms and Q polynomial forms on ∆n.

It is important, for polynomial forms over Q, that the form d(
∑

i1<···<ir
fi1...irdti1 ∧ · · · ∧ dtir ) can be

expressed on terms of the partial derivatives of the polynomial fi1···ir , which are also polynomials

with rational coefficients on ∆n. First, we observe that:

(APL)0
n = Λ(t0, . . . , tn, y0, . . . , yn)0

/(
n∑
i=1

ti − 1,
n∑
j=1

yj

)
= Λ(t0, . . . , tn)

/(
n∑
i=1

ti − 1

)
∼= Q[t0, . . . , tn]

/(
n∑
i=1

ti − 1

)
∼= A0

Q(∆n).

Moreover, since A/a⊗B/b ∼= A⊗B/(a⊗ b), we have:

(APL)n ∼= Q[t0, . . . , tn]⊗ Λ(y0, . . . , yn)

/((
n∑
i=1

ti − 1

)
⊗ 1, 1⊗

n∑
j=1

yj

)
∼= Q[t0, . . . , tn]

/(
n∑
i=1

ti − 1

)
⊗ Λ(y0, . . . , yn)

/(
n∑
j=1

yj

)
∼= (APL)

0
n ⊗ Λ(y0, . . . , yn)

/(
n∑
j=1

yj

)
∼= C∞Q (∆n)⊗ Λ(dt0, . . . , dtn)

∼= A∗Q(∆n)

Thus, A∗(∆n) ∼= C∞(∆n)⊗(APL)0
n

(APL)n.

4.8 From topology to algebra and from algebra to topology

First, let us fix some notacion from category theory, since we will be using functors. Denote by TOP

the category of spaces and continuous maps, and denote by CDGA the category of cdga’s over a

field k and morphisms of cdga’s. Now we will present see the transition from the category of TOP

to CDGA by the functor APL. These results allow us to relate our study of Sullivan descomposable

algebras to the manifold of pseudo-spherical type.
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Let APL = {(APL)n}n≥0 be a simplicial cdga. Then for each fixed p, we have that ApPL =

{(APL)pn}n≥0 is a simplicial set. We set

F : sSET → CDGA

K 7→ {ApPL(K)}p≥0

where ApPL(K) = {φ : K → ApPL : φ is a morphism of simplicial sets }. Then, φ is a mapping that

assigns to each n-simplex σ ∈ Kn an element φσ ∈ (APL)pn, and ApPL(K) is a cdga with operations

given by as follows:

the addition is (φ + ψ)σ = φσ + ψσ, scalar multiplication (λφ)σ = λφσ, differential (dφ)σ = d(φσ)

and multiplication (φψ)σ = φσψσ.

By composition of the last functor and the singular simplexes functor (see Example 4.7.1) we

obtain the following functor:

APL : TOP → sSET → CDGA

X 7→ S(X) 7→ F (S(X))

For any topological space X, the algebra APL(X) = F (S(X)), is called the cdga of piecewise-

linear de Rham forms on X. Therefore, an element of (APL(X))q, this is a q-form ω, is a corres-

pondence that assigns to each singular n-simplex σ of X, an element ωσ ∈ (APL)qn, such that the

following compatibility criteria is satisfied: ω∂iσ = ∂iωσ and ωsjσ = sjωσ. Moreover, if f : X → Y

is any continuous map, then there is a morphism of cdga’s APL(f) : APL(Y ) → APL(X). All the

details of the construction of APL can be found in chapter 10 of [7].

The functor APL has the following important property: For any space X, the cohomology of

APL(X) is isomorphic to the rational singular cohomology of X, i.e.

H∗(X; k) ∼= H∗(APL(X)). (4.8.1)

For the proof to consult ([7]-corollary 10.10)

Conversely, there is a spatial realization functor CDGA → TOP. It is obtained by composition

of Sullivan’s simplicial realization functor from CDGA → sSET (introduced in [25]) and Milnor’s

realization functor from simplicial sets, to TOP, sSET → TOP (introduced in [14]).

The Sullivan’s simplicial realization is the functor:

〈 〉 : CDGA → sSET

(A, d) 7→ 〈A, d〉

where, 〈A, d〉n = {f : A → (APL)n : f is a cdga morphism} and the operators ∂̃i and s̃j are given

by:

∂̃i : 〈A, d〉n+1 → 〈A, d〉n
σ : A→ (APL)n+1 7→ ∂i ◦ σ

and s̃j : 〈A, d〉n → 〈A, d〉n+1

σ : A→ (APL)n 7→ sj ◦ σ
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The Milnor Realization of a simplicial set is the functor:

| | : sSET → TOP

K 7→ (
∐
nKn ×∆n)/ ∼

where,

• K = {Kn}n≥0,

• Each Kn is given the discrete topology,

•
∐
nKn ×∆n is the disjoint union of spaces Kn ×∆n,

• ∼ is the equivalence relation generated by the relations:

σ ∈ Kn+1, x ∈ ∆n, (∂iσ, x) ∼ (σ, λix)

σ ∈ Kn, x ∈ ∆n+1, (sjσ, x) ∼ (σ, qjx).

Remark 4.8.1.

• The relation (σ, λix) ∼ (∂iσ, x) identifies common faces:

x
Glue

{σ} ×
λix

∼ {∂iσ} ×
x

So the identification just described takes the n-simplex corresponding to ∂i(σ) in Kn × ∆n

and glues it as the i− th face of the (n+ 1)-simplex assigned to σ in Kn+1 ×∆n+1.

• The relation (σ, qjx) ∼ (sjσ, x) suppresses the degenerate simplex (a simplex τ ∈ Kn+1 is

degenerate, if τ = Sjσ for some σ ∈ Kn ).

x
Glue

{σ} ×
qjx

∼ {sjσ} ×
x

This relation tell us that given a degenerate (n+1)-simplex corresponding to sj(σ) and a point

x in the “pre-collapse” n-simplex ∆n, we should glue x to the (n− 1)-simplex represented by

σ at the point qj(x) in the image of the “collapse map” σ.

The spatial realization of a cdga is the composition:

CDGA → sSET → TOP

A 7→ 〈A, d〉 7→ |〈A, d〉|
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This functor has the following important property:

Theorem 4.8.1. If (ΛV, d) is a 1-connected and of finite type Sullivan algebra on a field k, then

|〈ΛV, d〉| is simply connected and for each n ≥ 2, there is a isomorphism of abelian groups:

πn(|〈ΛV, d〉|) ∼= Homk(V n, k)

Moreover, If k = Q, then for each n ≥ 1 there is a vector space isomorphism

πn(|〈ΛV, d〉|) ∼= HomQ(V n,Q]

and there always exists a quasi-isomorphism m : (ΛV, d)
'→ APL(|〈ΛV, d〉|).

We refer the reader to theorem 17.10 of [7] for the details of the proof.

We can now make the crucial definition that relates Sullivan algebras to topological spaces.

Definition 4.8.1. A Sullivan model of a path-connected space X is a Sullivan model for the cdga

APL(X); in other words, it is a quasi-isomorphismm : (ΛV, d)
'→ APL(X) for some Sullivan algebra

(ΛV, d).

Often we, just refer to (ΛV, d) as the algebraic model of X. And by the isomorphism given in

(4.8.1), if (ΛV, d) is a Sullivan model of X then H∗(ΛV, d) ∼= H∗(X;Q).

It follows from Theorem (2.3.1) that if X is simply connected, and if every Hi(X;Q) is finite dimen-

sional, then the minimal model (ΛV, d) of X has the property that V = V ≥2 and every V i is finite

dimensional.

We finish this work relating the Sullivan decomposable algebras generated by the Theorem (4.2.1)

when {ω1, ω2, ω3} are linearly independent with the previous theorem.

By Sullivan’s Theorem (2.3.1) there exists ρ : M → Λ(W ⊕ sl(2)) a minimal model of Λ(W ⊕ sl(2)),

such that M = Λ(V ) is a Sullivan minimal algebra of finite type and simply connected (this is

H1(M) = 0. Then, the space |〈M,d〉| is simply connected, and there is an isomorphism of abelian

groups for n ≥ 2:

πn(|〈(M,d)〉|) ∼= HomR(V n,R).

Then π2(|〈(M,d)〉|) ∼= {0} since V 2 = H2(Λ(W ⊕ sl(2))) ∼= {0}.

If we assume that W and sl(2) are Q-vector spaces then there is a quasi-isomorphism

(M,d)
'→ APL(|〈M,d〉|)

This means that our simply connected Sullivan minimal algebra of finite type constructed via the

study of equations of pseudo-spherical type is the minimal model of a topological space such that:

H∗(APL(|〈M,d〉|);Q) ∼= H∗(M,d) and πn(|〈(M,d)〉|) ∼= HomQ(V n,Q).
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Conclusions

The study of the concepts of twisting matrices and twisted cohomology (Hom version) in the

Theorem (1.5.1), and the explicit proof of the converse (Theorem 1.5.2), has allowed us to esta-

blish a constructive way of generating Sullivan decomposable algebras. Moreover, in our general

proof of Sullivan’s Theorem (we stress the fact that we did not find such a detailed proof in the

literature), we have related the concepts of minimal model and twisting cohomology.

On the other hand, we have applied the above mentioned homological tools in the context of

submanifolds of infinite jet bundles generated by certain PDEs. The concept of twisted cohomology

(tensor version) has allowed us to prove that the “horizontal gauge cohomology” studied for M.

Marvan in [12] and [13] as an elaboration of the more standard theory of the variational bicomplex,

is a twisted cohomology with coefficients in a Lie algebra g (see Theorem )3.4.1)). This means

that we should be able to investigate the Marvan cohomology via Sullivan theory. We have indeed

investigated some relations between differential equations and Sullivan theory in the special case

of equations of pseudo-spherical type (which generate what we call a manifold of pseudo-spherical

type embedded in a manifold of infinite jets). We have shown that Theorem (4.1.1) and the twisting

matrix (4.1.7) allow us to generate Sullivan decomposable algebras. More generally, we have been

able to present a Sullivan decomposable algebra generated by a hierarchy of pseudo-spherical

type using a sequence of twisting matrices.

We have left as an open problem to generate Sullivan decomposable algebras via gauge coho-

mology, this is, to generalize Theorem (4.2.1). Besides, we leave pending the development of

minimal models based on modules over the ring of smooth functions of submanifolds of an in-

finite jet bundle. We would hope that such a development may capture analytical properties of

equations related to overdetermined linear problems such as the equations studied by Marvan in

[12] and [13], or the equations of pseudo-spherical type. We also leave as an open problem to

investigate in detail the minimal model of a Sullivan decomposable algebra generated by a man-

ifold of pseudo-spherical type, and to further exploit the properties of the functor APL in order to

investigate topological aspects of this (in general infinite-dimensional) manifold.
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S(∞), 62

S2, 61

(left)A-dgm, 10

cdga, 7

dga, 7

dgm, 4

free cdga, 8

sDGA, 99

sSET, 98

110


	Table of Contents
	Introduction
	Preliminaries
	Graded module over a ring k
	Commutative differential graded algebras
	Modules over a differential graded algebra
	Algebraic Systems of Coefficients
	Tensor version of the cohomology of a module with values in an algebraic system of coefficients
	Hom version of the cohomology of a module with values in an algebraic system of coefficients
	Twisting matrix and twisting cohomology

	Sullivan Decomposable Algebra

	Minimal model
	Sullivan Minimal Algebra
	Proof of Sullivan Theorem
	 Minimal model and Twisting cohomology

	Gauge cohomology and Twisted cohomology
	Geometry of Infinite Jets and the Variational bicomplex
	V-Valued Differential Form
	Submanifolds of J determined by a finite system of PDEs of kth order 
	Linear Gauge Complex and Twisting matrix
	Special Case


	Manifold of Pseudo-spherical type and Generation of Sullivan decomposable Algebras
	Manifold of Pseudo-spherical type and twisting matrix
	Generation of Sullivan decomposable algebras
	Burgers' Equation
	The sine-Gordon Equation
	Gauge transformation
	Hierarchies of evolution equations of pseudo-spherical type
	Algebra of polynomial differential forms
	From topology to algebra and from algebra to topology

	Conclusions
	Bibliography
	Index
	Notation Index



