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Abstract
In this work we study the groups of orientation preserving diffeomorphisms of the closed
interval whose derivative is α-Hölder continuous. We are interested in how these groups
change with respect to the parameter α P r0, 1q. Our specific contributions are the follow-
ing works.

On the critical regularity of nilpotent groups acting on the interval: the metabelian
case [6]. Here, for a finitely-generated, torsion-free, nilpotent and metabelian group G,
we build an embedding into the group of orientation preserving C1�α-diffeomorphisms
of the closed interval, for all α   1{k where k is the torsion-free rank of G{A and A is
a maximal abelian subgroup of G. We show that in many situations, this embedding has
critical regularity in the sense that there is no embedding of G with higher regularity. A
particularly nice family where this critical regularity is achieved, is the family of p2n�1q-
dimensional Heisenberg groups, where we can show that its critical regularity equals
1� 1{n.

Examples of distorted interval diffeomorphisms of intermediate regularity [5]. In this
joint work with L. Dinamarca, we improve a construction of Andrés Navas to produce the
first examples of C2-undistorted diffeomorphisms of the interval that are C1�α-distorted
(for every α P r0, 1q).
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Introduction

Due to the works of J. Whittaker [42] and M. Rubin [38], we know that two differentiable
manifolds have different groups of homeomorphisms. That is, if M and N are manifolds
whose groups of homeomorphisms are isomorphic, say HomeopMq � HomeopNq, then the
manifolds M and N are homeomorphic. Furthermore, R. Filipkiewicz [17], showed that
in fact the group of Cr-diffeomorphisms of a manifold M is not isomorphic to the group
of C s-diffeomorphisms of a manifold N, unless s � r and M � N, and in this case, the
group isomorphism is a conjugation by a Cr-diffeomorphism between M and N. Presumably
these groups of diffeomorphisms also have a very different local algebraic structure, for
different manifolds and differentiability parameters. As we will comment below, this has
been extensively investigated in dimension one, also including the so-called intermediate
regularity groups.

Associated with a differentiable manifold M there is the filtration of Cn-diffeomorphisms
groups (n P N) which are isotopic to the identity, say Diff n

�pMq . This filtration can be refined
to include the groups of diffeomorphisms whose n-th derivative is α-Hölder continuous. That
is, for n ¥ 1 and α P p0, 1q, we let Diff n�α

� pMq be the group of Cn-diffeomorphisms satisfying
that ��Dpnq f pxq � Dpnq f pyq�� ¤ C |x � y|α ,
for some constant C ¡ 0. And so we get the filtration

Homeo�pMq � Diff 0
�pMq ¥ Diff 1

�pMq ¥ Diff 1�α
� pMq ¥ Diff 2

�pMq ¥ Diff 2�α
� pMq ¥ � � �

In this context, roughly speaking, we want to know more about the finitely generated sub-
groups of these groups. In particular we are interested in the case in which the manifold is
the compact interval.

Problem 1. It is quite natural to try to understand which groups G ¤ Diff 0
�pMq can be

conjugated deep inside the above filtration and also to determine how deep can the given
group be realized. To be more precise, we define the algebraic critical regularity of a group
G at M as

CritMpGq � sup tα P R : G embeds into Diffα
�pMq u,

where we set CritMpGq � �1 if G does not embed in Diff 0
�pMq.

The problem of computing the critical regularity of a group G turns out to be very in-
teresting in the case that G is finitely-generated (the reader may wish to consult [23] for an
introduction). For instance, we know from a theorem of Deroin, Klepstyn, Navas [12] (see
also [13]) that every countable subgroup of Diff 0

�pr0, 1sq is conjugated to a group of bilipchitz
transformations, and hence 1 ¤ Critr0,1spGq for every countable subgroup of Diff 0

�pr0, 1sq
(for uncountable subgroups Diff 0

�pr0, 1sq this is no longer true, see [9]). However, the cel-
ebrated Stability Theorem of Thurston [40] implies that every finitely-generated group of
Diff 1

�pr0, 1sq admits a surjective homomorphisms onto the integers, and so not every group
of homeomorphisms of the interval can be realized as a group of diffeomorphisms1. Further
obstructions appears in higher regularity: for C2 there is the important Kopell’s obstruction

1Concrete examples of finitely-generated subgroups of Diff 0
�
pr0, 1sq having trivial abelianization can be

found in [40, 2, 37]. However, Thuston’s obstruction is not the only obstruction for C1 smoothability as there
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[26], and between C1 and C2 there are the generalized Kopell’s obstruction from [12]. In a
related spirit, Kim and Koberda [22], and later Mann and Wolff [27], have shown that for
every n ¥ 1 and every α in r0, 1q, there is a finitely-generated group whose critical regularity
on r0, 1s is exactly n� α.

Here we focus on actions on the interval of finitely-generated and torsion-free nilpotent
groups. Let G be one such group. It follows from the work of Mal’cev that G embeds into
Diff 0

�pr0, 1sq (see, for instance, [11, §5.2] and [14, §1.2]), and we know from the work of
Farb and Franks [16], that every action of G on r0, 1s by homeomorphisms can be conju-
gated inside Diff 1

�pr0, 1sq (see also the universal contruction from E. Jorquera [20]). This
was further refined by Parkhe [35] who showed that actually G can be conjugated inside
Diff 1�α

� pr0, 1sq as long as α   1{τ, where τ is the degree of the polinomial growth of the
nilpotent group G. On the other hand, Plante and Thurston [39], have shown that every nilpo-
tent subgroup of Diff 2

�pr0, 1sq must be abelian. So, if G is a torsion-free, finitely-generated
and nilpotent group which is non-abelian, then

1� 1{τ ¤ Critr0,1spGq ¤ 2.

The exact critical regularity of concrete nilpotent groups has been computed only in few
cases and one important goal of this work is to provide new explicit computations of critical
regularity for certain groups. Castro, Jorquera and Navas [10], build a family of nilpotent
abelian-by-cyclic groups whose critical regularity is 2. These examples can be made of
arbitrarily large nilpotency degree, yet they are all metabelian (i.e. its commutator subgroup
is abelian). Jorquera, Navas and Rivas showed in [21] that the critical regularity of N4 (the
group of 4 by 4 upper triangular matrices with 1’s in the diagonal) is 1 � 1{2. We point
out that at the time of this writing, N4 is the only torsion-free nilpotent group whose critical
regularity is computed and turns out not to be an integer. Remark that N4 is also a metabelian
group.

One of our main purposes is to exhibit many other nilpotent groups whose critical regu-
larity is strictly between 1 and 2. Our main technical result is an improvement of Parkhe’s
lower bound for the critical regularity in the class of torsion-free nilpotent groups which are
metabelian (see Remark 0.1). For the statement recall that the torsion-free rank of an abelian
group A is the dimension of the Q-vector space Ab Q. We denote this rank by rankpAq.

TheoremA. Let G be a torsion-free, finitely-generated nilpotent group which is metabelian,
and let A be a maximal abelian subgroup containing rG,Gs. If k � rankpG{Aq, then

G embeds into Diff1�α
� pr0, 1sq, for all α   1{k.

In particular 1� 1{k ¤ Critr0,1spGq.
Remark 0.1. By Bass-Guivarc’h formula [1, 19], the degree of the polynomial growth

of a nilpotent group G is τ � °
i¥1 i rankpγi{γi�1q, where G � γ1 ¥ γ2 ¥ ... is the lower

central series of G. In particular, for a nilpotent group G as in Theorem A with maximal
abelian subgroup A, we have that rankpG{Aq   τ. Hence the lower bound for Critr0,1spGq in
Theorem A is (strictly) greater than Parkhe’s lower bound (in the non-abelian case).

are also known examples of finitely-generated and locally indicable groups having no faithful C1 action on the
interval, see [9, 34, 4, 24].
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The proof of Theorem A is given in Chapter 2. In §2.1.2 we build, for a metabelian and
torsion-free nilpotent group G, a family of actions of G on the interval r0, 1s by orientation
preserving homeomorphisms. This is done by first building actions of G on Zk which pre-
serves a lexicographic order and then projecting them into the interval. In §2.1.3, we use
the Pixton-Tsuboi technique [36, 41] to show that these actions can be smoothed to actions
by C1�α-diffeomorphisms for any α   1{k. This section closely follows the works [10] and
[21] and the main difference is that we don’t have explicit polinomials but only bounds on
them (see Proposition 2.2). Although these actions may not be faithful, in §2.1.4 we explain
how to glue some of these actions in order to obtain an embedding of G into Diff1�α

� pr0, 1sq
for any α   1{k.

In some situations even the lower bound in Theorem A is not sharp in the sense that there
are groups for which the theorem applies yet its critical regularity is strictly greater than the
corresponding 1� 1{k. This is related to the possibility of splitting the group as a product of
two groups each allowing an embedding with higher regularity. We provide an easy example
of this phenomenon in §2.2.3. However, in many cases we can ensure that the inequality in
Theorem A is indeed optimal, and in §2.2.1 and §2.2.2 we provide two families of examples
were we can obtain upper bounds for the regularity and hence compute its critical regularity.

The first family of examples are the p2n � 1q-dimensional discrete Heisenberg groups,
that we denote Hn. Recall that by definition

Hn :�
$&
%
�
� 1 ~x c
~0 t In ~y t

0 ~0 1

�

 : ~x, ~y P Zn and c P Z

,.
- ,

where In denotes the p2n�1q identity matrix and ~0 t, ~y t are the transposes of ~0, ~y respectively.
It is easy to see that these groups are nilpotent of degree two and hence they are metabelian.
Moreover, a maximal abelian subgroup A of Hn is given by the set of matrices whose corre-
sponding vector ~x � 0. In particular Hn{A has torsion-free rank equals to n. For this family
we show in §2.2.1 that there is no embedding of Hn into Diff1�α

� pr0, 1sq for α ¡ 1{n. In
particular we obtain

Theorem B. Let Hn be the p2n� 1q-dimensional discrete Heisenberg group. Then

Critr0,1spHnq � 1� 1
n
.

Finally, in §2.2.2 we produce examples of metabelian and torsion-free nilpotent groups
where we can compute its critical regularity but its nilpotency degree can be choose to be
arbitrarily large. More precisely we show

Theorem C. For any integers k and d with d ¡ k, there is a nilpotent group G and a
maximal abelian subgroup A containing rG,Gs such that d is the nilpotency degree of G, k
is the torsion-free rank of G{A and

Critr0,1spGq � 1� 1
k
.
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In both cases, the key to obtain an upper bound for the regularity is to use the internal
algebraic structure of the groups in order to be able to apply the generalized Kopell lemma
from [12].

Before moving on to the next problem, we leave two open questions regarding this
problem. Given a torsion-free and finitely-generated nilpotent group G (not necessarily
metabelian):

Question 1. Is there a natural number k such that Critr0,1spGq � 1� 1{k ?

Question 2. Let A be a maximal abelian subgroup of G which is normal, and let k be the
Hirsch length of G{A. Is it true that for α   1{k, the group G embeds into Diff 1�α

� pr0, 1sq ?

Problem 2. To present the second problem let us recall the terminology introduced by
Michail Gromov [18]. Given a finitely generated group Γ, we fix a finite system of gen-
erators, and we denote } � } the corresponding word-length. An element f P Γ is said to be
distorted if

lim
nÑ8

} f n}
n

� 0.

(Notice that this condition does not depend on the choice of the finite generating system.)
Given an arbitrary group G, an element f P G is said to be distorted if there exists a finitely
generated subgroup Γ � G containing f so that f is distorted in Γ in the sense above.

Examples of “large” groups for which this notion becomes interesting are groups of
diffeomorphisms of compact manifolds M. Very little is known about distorted elements
therein. In particular, the following question from [33] is widely open:

Question 3. Given r   s, does there exist an undistorted element f P Diff s
�pMq that is

distorted when considered as an element of Diff r
�pMq ?

In [33], Andrés Navas proves that this is the case for M the closed interval, r � 1 and
s � 2. Actually, undistortion holds in the larger group Diff1�bv

� pr0, 1sq of C1 diffeomorphisms
with derivative of bounded variation.

Here, in Chapter 3, we give an extension of this result from C1 to C1�α regularity.

TheoremD. There exist C8 diffeomorphisms of r0, 1s that are distorted in Diff 1�α
� pr0, 1sq

for all α ¡ 0 yet undistorted in Diff 1�bv
� pr0, 1sq.

The groups we consider are variations of those introduced in [33]. One of the new contri-
bution consists in improving the regularity of some elements, which is not at all straightfor-
ward. Indeed, the construction of [33] uses a well-known lemma that ensures C1 regularity of
maps built by pasting together infinitely many diffeomorphisms that are defined on disjoint
intervals and satisfy certain equivariance relations. This idea comes from the thesis of Nancy
Kopell [26], and has been systematically used in the study of codimension-1 foliations [15]
and centralizers of diffeomorphisms [3]. Nevertheless, such a lemma is unavailable in C1�α

regularity and, as we show in §1.4.3, it cannot hold without imposing extra hypothesis. We
are hence forced to go into more explicit constructions and very long computations, which
are however interesting by themselves. To do this, we use a classical technique of Dennis
Pixton (later extended by Takashi Tsuboi [41]) to produce commuting diffeomorphisms and
control their C1�α norms.
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CHAPTER 1

Preliminars

Let us start by presenting many results and tools related to group theory and group dy-
namics. They will be essential in the development of our work.

1.1. Nilpotent Groups

Given a group G and two elements f , g P G, we let r f , gs � f g f�1g�1 denotes the
commutator of f and g. Further, if G is finitely-generated and S is a finite generating set,
an element of the form rs1, s2s with s1, s2 P S is called a simple commutator of weight 2.
Inductively, a simple commutator of weight n is defined as an element of the form

rs1, ..., sns :� rs1, rs2, ..., snss, s1, ..., sn P S .

Note that given n, there exist only a finite number of simple commutators of weight n.
The following lemma collects some commutator identities that, although their proof is

direct, are very useful.

Lemma 1.1. Let a, b, and c be elements in a group G.
(i) ra, bs�1 � rb, as.

(ii) arb, csa�1 � raba�1, aca�1s.
(iii) rab, cs � arb, csa�1ra, cs � ra, b, csrb, csra, cs.
(iv) ra, bcs � ra, bsbra, csb�1 � ra, bsrb, a, csra, cs.
(v) ra, b�1s � pb�1ra, bsbq�1.

(vi) ra�1, bs � pa�1ra, bsaq�1.

Proof. i, ii, iii and iv are direct equalities. v and vi follow from applying iii and iv to the
identities e � ra�1a, bs and e � ra, bb�1s respectively. �

Let H and K be subgroups of G. rK,Hs denotes the subgroup of G generated by all
commutators rg, hs with g P K and h P H. The subgroup rG,Gs is called the commutator
subgroup and we say that G is metabelian if rG,Gs is abelian.

Remember that the lower central series of G is

G � γ0 ¥ γ1 ¥ γ2 ¥ � � �
where γ1 � rG,Gs and γi � rG, γi�1s; and the upper central series of G is

teu � ζ0 ¤ ζ1 ¤ ζ2 ¤ � � �
where ζi{ζi�1 � Z pG{ζi�1q, and ZpGq denotes the center of G.

A group G is said to be nilpotent of degree n if ζn � G but ζn�1 � G. In what follows we
will see some elementary facts about these groups, see [11] for a more in-depth introduction.

9
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Proposition 1.2. If G is a nilpotent group and teu � N �G, then N X ZpGq � teu
Proof. Assume that G has nilpotency degree equals n. Since G � ζn, there is a least

positive integer i such that NXζi � teu. Now rNXζi,Gs ¤ NXζi�1 � teu and NXζi ¤ NXζ1.
Hence N X ζ1 � N X ζi � teu. �

An immediate consequence of the above proposition is the following useful result.

Proposition 1.3. Let G be a nilpotent group and ϕ : G Ñ H be a group homomorphism.
Then ϕ is injective if and only if ϕ |ZpGq (the restriction of ϕ to ZpGq) is injective.

If G has nilpotency degree n, it also happens that γn � teu but γn�1 � teu. This is a
consequence of the following proposition.

Proposition 1.4. If G is a nilpotent group of degree n we have that

γi ¤ ζn�i.

Proof. We do induction on i. Since G{ζn�1 is abelian we have that γ1 ¤ ζn�1. Now
assume that γi ¤ ζn�pi�1q, then

γi � rG, γi�1s ¤ rG, ζn�pi�1qs ¤ ζn�i,

where the last inequality follows from the fact that ζn�pi�1q{ζn�i is the center of G{ζn�i. �

The previous proposition shows that if G has degree equal to n, then γn � teu. And the
proof of it implies that γn�1 � teu, since if we assume γn�1 � teu we have that γn�2 ¤ ζ1,
and the same argument yields γn�i ¤ ζi�1 which implies that ζn�1 � G contradicting the
nilpotency degree of G.

Another consequence is the fact that in a finitely-generated nilpotent group of degree n,
we only have a finite number of simple commutators (for a fixed generator), this is because
all simple commutators of weight n are trivial.

The following proposition, which is a consequence of lemma 1.1, will allow us to find
finitely many generators for the subgroups γi of the lower central chain of a nilpotent group.
The proof is long and tedious, so we are going to demonstrate the main idea with a simple
example.

Proposition 1.5. Let G be a group generated by a symmetric set S , and let n P N. Then
γn is generated by all simple commutators of weight n or more in the elements of S . In
particular, if G is a finitely-generated nilpotent group, then all subgroups γn are finitely
generated.

Example 1.6. Let G be a group generated by a set S � ta, b, cu, and consider the element
ra�1b2, cs P γ2. We want to express this element as a product of simple commutators of weight
2 or more (over the generator S ). For this we successively apply the item iii of lemma 1.1,
this yields

rb2a�1, cs � rb2, a�1, csra�1, csrb2, cs
� rb, b, a�1, csrb, a�1, cs2rb2, cs
� rb, b, a�1, csrb, a�1, cs2rb, b, csrb, cs2,
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therefore we express the element rb2a�1, cs as a product of simple commutators of weights 2,
3 and 4.

Note that every subgroup of a finitely-generated nilpotent group is finitely generated as
well. This is clear for finitely-generated abelian groups, and this fact is preserved under
group extension. So, by proposition 1.5 it also holds for nilpotent groups.

Theorem 1.7. (Mal’cev) If the center of a group G is torsion-free, each upper central
factor ζi{ζi�1 is torsion-free, where i P t1, ..., nu.

Proof. Let ZpGq � ζ1 be torsion-free; it is enough to prove that ζ2{ζ1 is torsion-free.
Suppose that x P ζ2 and xm P ζ1 for some m ¡ 0. Then we have that rx, gsm � rxm, gs � e
because rx, gs P ζ1. Therefore rx, gs � e for all g P G, so x P ζ1. �

For g P G, Centrpgq � th P G | gh � hgu denotes the centralizer of G. The following
proposition, although elementary, will be very important to build actions of G in Zk in §2.1.2.

Proposition 1.8. Let G be a torsion-free and finitely-generated nilpotent metabelian
group. Then:


 Given g P G and 0 � m P Z we have that Centrpgmq � Centrpgq.

 Let A ¤ G be a maximal abelian subgroup. If A is normal in G, then G{A is

torsion-free.

Proof. Assume that there exist f , g P G, m P Z such that r f , gms � e but r f , gs � e,
and define H :� x f , gy, the subgroup generated by f and g. Since rg, gms � r f , gms � e
we have that gm P ZpHq, and since H{ZpHq is torsion-free then g P ZpHq, which is a
contradiction because f and g do not commute. Then Centrpgmq � Centrpgq (the other
direction is obvious).

The second point follows from the first. Let A be a maximal abelian subgroup which is
also normal, and assume G{A is not torsion-free. Say g P G is such that g R A but gm P A for
some m � 0. Then, since A is abelian, we have that A � Centrpgmq �Centrpgq. In particular
xA, gy, the group generated by A and g, is an abelian subgroup larger than A, contradicting
our assumption. �

1.2. Orders on groups

A group G is left-orderable if it admits a total order relation, say ¨, which is invariant
under multiplication from the left, that is

if f ¨ g then h f ¨ hg for all h P G.

If additionally, ¨ is also invariant under multiplication from the right, we say that ¨ is a
bi-invariant order (bi-order for short).

Given a left-order ¨ on a group G, we say that a subset S � G is convex if for all h P G
and f , g P S satisfying that f ¨ h ¨ g, we have that h P S . In other words, S is an interval.
The notion of convexity is useful to build orders on group and to build set carrying invariant
orders. This is the content of the following two lemmas.

Lemma 1.9 (Convex extension). If G contains a normal subgroup A such that both A and
G{A are left-orderable. Then G admits a left-order ¨ for which A is convex.
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Proof. Indeed, letting ¨0 and ¨1 be left-orders on A and G{A, respectively, we may
define ¨ on G by

f   g if either f A  1 gA or f A � gA and e  0 f�1g.

�

Lemma 1.10 (Induced order on cosets). Let pG,¨q be a left-ordered group, and let H be
a convex subgroup of G. Then the set G{H carries a natural total order which is invariant
under left-multiplication by G.

Proof. Indeed, ¤ is given by

f H   gH if f h1   gh2 for some h1, h2 P H.

First note that the definition does not depend on the choice of h1 and h2: choose two cosets
f H � gH, and assume that there are elements h1, h2, h3, h4 P H such that f h1   gh2 and
gh3   f h4. From here it follows that either h1   f�1ghi   h4 for some i P t2, 3u, or
f�1gh3   hi   f�1gh2 for some i P t1, 4u. In both cases, due to the convexity of H we
conclude f�1g P H, which is a contradiction since f H � gH.

Now it is easy to see that the order is well defined. Let f H   gH, that is, f h1   gh2

for some h1, h2 P H. If we consider other representatives of the cosets, namely f H � f 1H
and gH � g1H, then there exist h3 and h4 such that f � f 1h3 and g � g1h4, therefore
f 1h3h1   g1h4h2, so we conclude f 1H   g1H.

The left-invariance follows directly from the definition since the order ¨ of G is left-
invariant.

�

An important family of examples of left-orderable groups are finitely-generated and
torsion-free abelian groups. Indeed we will repetitively use the lexicographic order of Zn:
we say that

(1) pi1, . . . , inq   pi11, . . . , i1nq ô D k P t1, . . . , nu such that ik   i1k and is � i1s for s   k.

Remark 1.11. From this point it is easy to see that finitely-generated and torsion-free
nilpotent groups are left-orderable. Indeed, using the upper central series (which has torsion-
free abelian successive quotient) and applying Lemma 1.9 successively, one obtains a total
left-order on the nilpotent group.

Further, it is well known that a group is left-orderable if and only if all its finitely-
generated subgroups are left-orderable, see [14, §1.1.2]. Hence any torsion-free nilpontent
group admits a left-order.

1.3. Dynamical realization of an action on a ordered set

What is important for this work is that a countable group is left-orderable if and only if
it embeds into Diff0

�pr0, 1sq (see [29, §2] or [14, §1.1.3] for details). More generally, given a
group G that acts on a countable and totally order set pΩ,¨q by order preserving bijections,
say ω ÞÑ gpωq, for g P G and ω P Ω, then there is a dynamical realization of this action. This
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means that there is an order preserving map i : pΩ,¨q Ñ pr0, 1s,¤q and a homomorphism
υ : G Ñ Diff0

�pr0, 1sq satisfying that

υpgqpipωqq � ipgpωqq
for every ω P Ω and every g P G. See [8, Lemma 2.40] for a proof. Clearly υ is an
embedding whenever the G action on Ω is faithful.

1.3.1. Using equivariant families to build embeddings. Let pΩ,¤q be a totally or-
dered and countable set. If we choose a family of intervals tIi : i P Ωu such that

°
iPΩ |Ii| �

1, then we can place them in the interval r0, 1s respecting the order. More precisely, if i ¤ j
in the order of Ω then Ii has disjoint interior to I j and is located to its left.

Assume that a group G acts on Ω preserving the order and consider a family of C8-
diffeomorphisms tϕ j

i : Ii Ñ I ju. We can try to define a map

υ : G Ñ Diff0
�pr0, 1sq,

by letting
υpgq|Ii :� ϕ

gpiq
i ,

but this map is not always well defined or turns out to be a group homomorphism. But in
the case that the family of diffeomorphisms is an equivariant family, the map turns out to
be a group homomorphism. Furthermore, as we will see below, some families have special
properties that allow us to define homomorphisms into more regular spaces than C0.

Definition 1.1. A family tϕJ
I : I Ñ J | I and J vary over all compact intervals u of home-

omorphisms is said to be equivariant if

(2) ϕK
J � ϕJ

I � ϕK
I ,

for all intervals I, J,K � R.

Note that to obtain an equivariant family it is enough to define it over the intervals of
the form r0, as. Indeed, consider a family of homeomorphisms of the form tϕb

a : r0, as Ñ
r0, bs ; a ¡ 0 , b ¡ 0u that satisfy (2), and let I � rx1, x2s, J � ry1, y2s. Then just define

ϕJ
I pxq � ϕ

y2�y1
x2�x1

px � x1q � y1.

Example 1.12. (linear maps) for a and b positive real numbers define

ϕb
apxq �

b
a

x.

Example 1.13. (Yoccos’s family) For any a ¡ 0 we define ϕa : RÑ p�a{2, a{2q by

ϕapxq � a
π

arctanpaxq.
Then we define ϕb

a : p�a{2, a{2q Ñ p�b{2, b{2q by

ϕb
a � ϕa � ϕ�1

b .

It is immediate from this definition that the diffeomorphisms ϕb
a satisfy (2). Moving the in-

tervals with translations an equivariant family is obtained. This family also has special
characteristics such as derivative 1 on the end points and nice bounds for the Hölder norms
(see [29]).
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The family that is important for our work (since it is the one we use to prove the Theorem
A) is usually called the Pixton-Tsuboi family. We present this in the following lemma whose
proof we take from [41] (see also [36]).

Lemma 1.14. There exists a family of C8 diffeomorphisms ϕJ1,J
I1,I : I Ñ J between intervals

I, J, where I1 (resp. J1) is an interval adjacent to I (resp. J) by the left, such that:
1) For all I1, I, J1, J, K1,K as above,

ϕK1,K
J1,J � ϕJ1,J

I1,I � ϕK1,K
I1,I .

2) For all I1, I, J1, J,

DϕJ1,J
I1,I px�q �

|J1|
|I1| and DϕJ1,J

I1,I px�q �
|J|
|I| ,

where x� (resp. x�) is the left (resp. right) endpoint of I.
3) There is a constant M such that for all x P I, we have

DlogpDϕJ1,J
I1,I qpxq ¤

M
|I|

∣∣∣∣∣∣ |I| |J1||J| |I1| � 1

∣∣∣∣∣∣ .
4) Given I1, I, J1, J, K1,K, L1, L, as above, then

∣∣∣∣logpDϕK1,K
I1,I qpxq � logpDϕL1,L

J1,J qpyq
∣∣∣∣ ¤ ∣∣∣∣∣∣log

|K| |J|
|I| |L|

∣∣∣∣∣∣�
∣∣∣∣∣∣log

|K1| |I|
|I1| |K|

∣∣∣∣∣∣�
∣∣∣∣∣∣log

|L1| |J|
|J1| |L|

∣∣∣∣∣∣ ,
for all x P I, y P J.

Proof. Let V be a C8 vector field on r0, 1s such that

 Vpxq � x near 0,

 Vpxq � 0 on r 1

2 , 1s and

 }DVp�q} ¤ 1.

Let φt be the flow associated with the differential equation$'&
'%

dφtpxq
dt

� Vpφtpxqq

φ0pxq � x.

Consider the diffeomorphism x ÞÑ b φtpx{aq which sends the interval r0, as onto the interval
r0, bs. The derivative of this diffeomorphism is equal to b{a on ra{2, as and is equal to
pb{aqet at 0. For real numbers a1, a, b1 and b such that a1   0   a and b1   0   b, let ϕb1,b

a1,a :
r0, as Ñ r0, bs be the diffeomorphism defined by

ϕb1,b
a1,apxq � b φlogp b1a

a1bq
� x

a

	
.

Then it is easy to check that for real numbers a1, a, b1, b, c and c1 such that a1   0   a,
b1   0   b and c1   0   c ,

ϕc1,c
b1,b � ϕb1,b

a1,a � ϕc1,c
a1,a,
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so we have that 1q and 2q holds. To Show 3q, we use the following estimates. First note that�
d
dt
Bφt

Bx



pxq � DVpφtpxqqBφt

Bx
pxq.

Hence

log
�Bφt

Bx



pxq �

» t

0

d
ds

log
�Bφs

Bx



pxqds �

» t

0
DVpφspxqqds.

Since }DVpxq} ¤ 1, we see that

Bφt

Bx
pxq ¤ et and |φtpxq � φtpyq| ¤ et|x � y|.

Now

(3) log Dϕb1,b
a1,apxq � log

�
b
a



� log Dφlogp b1a

a1bq
� x

a

	

and

(4)
���log Dφlogp b1a

a1bq
��� ¤ ����log

b1a
a1b

���� �
����log

b1

a1
� log

b
a

���� .
Suppose that }D2V}   C for a positive real number C. Then we have���D log Dϕb1,b

a1,apxq
��� � ���D log Dφlogp b1a

a1bq
� x

a

	���
� 1

a

�����
» logpb1a{a1bq

0
D2V

�
φs

� x
a

		 Bφs

Bx

� x
a

	
ds

�����
¤ C

a

�����
» logpb1a{a1bq

0
esds

�����
� C

a

����b1aa1b
� 1

���� .
So we conclude 3q. From (3) and (4) we immediately obtain 4q. �

1.4. Obstructions to regularity

In the search for the critical regularity of a group, it is of crucial importance to know
which algebraic characteristics of the group impose restrictions on the regularity, for certain
types of actions. The interested reader may like to see [30], where it is proved that the groups
Diff1�α

� pr0, 1sq do not contain subgroups of intermediate growth. Or [28] where A.Navas
shows that infinite groups having Kazhdan property (T) does not embed into Diff1�α

� pS1q for
α ¡ 1{2.



16 1. PRELIMINARS

1.4.1. Classical and generalized Kopell’s lemma. We will start with the so-called
Kopell ’s lemma [26], which roughly states that two non-trivial C2-diffeomorphisms of the
closed interval cannot commute if one of them has fixed points in the interior of the interval
and the other does not. Here we will present a shorter proof than Kopell’s original (see [29]).

For the statement let us denote by Diff1�bv
� pr0, 1sq the group of C1-diffeomorphisms with

derivatives of bounded variation. More precisely, for an element f P Diff1�bv
� pr0, 1sq we have

that

varpD f q � sup
0�x0 x1 ��� xn�1

ņ

i�1

|logpD f pxiqq � logpD f pxi�1qq|   8.

Theorem 1.15. (Kopell’s lemma) Let f and g be commuting diffeomorphisms of the in-
terval r0, 1s. Suppose that f is of class C1�bv and g of class C1. If f has no fixed point in
p0, 1q and g has at least one fixed point in p0, 1q, then g is the identity.

Proof. Replacing f by f�1 if necessary, we may suppose that f pxq   x for all x P p0, 1q.
Since g commutes with f and has a fixed point in p0, 1q, it is easy to see that it does, in fact,
have infinitely many fixed points that converge to 0 and 1. Therefore Dgp0q � Dgp1q � 1.

Now, consider a fixed point y of g and let x P I :� r f pyq, ys. By the equality gpxq �
f ng f�npxq we have that

Dgpxq � D f npgp f�npxqqq
D f np f�npxqq Dgp f�npxqq.

Therefore, if we use the fact that the expression

(5) log
�

D f npgp f�npxqqq
D f np f�npxqq



¤

ņ

i�1

��logpD f p f�ipgpxqqqq � logpD f p f�ipxqqq��
is bounded by the variation of D f , we conclude that Dgpxq is uniformly bounded on the
interval I. Note that the above argument can be repeated by replacing g with a positive
power gk. So, calling V the variation of f we have

sup
xPI

Dgkpxq ¤ eV .

This implies that the restriction of g to I is the identity. It is easy to choose I to get a
contradiction. �

Remark 1.16. If G is a non-abelian nilpotent group, the last subgroup of the lower cen-
tral series provide us with non-trivial central commutators. Combining Kopell’s lemma with
lemma 2.6, it automatically follows that these groups do not act faithfully on r0, 1s by diffeo-
morphisms of class C2.

To prove Theorems B and C we will use a generalized version of Kopell’s lemma. This
is due to B. Deroin, V. Kleptsyn and A. Navas [12], and follows from estimates similar to
those made above.

Theorem 1.17. Let f1, . . . , fk be C1-diffeomorphisms of the interval r0, 1s that commute
with a C1-diffeomorphism g. Assume that g fixes a subinterval I of r0, 1s and its restriction
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to I is non-trivial. Assume moreover that for a certain 0   α   1 and a sequence of indexes
i j P t1, . . . , ku, the sum

Lα :�
¸
j¥0

�� fi j � � � fi1pIq
��α   8.

Then f1, . . . , fk cannot be all of class C1�α.

Proof. Let x0 be such that gpx0q � x0. Denote by ra, bs the shortest interval containing
x0 that is fixed by g. For each j ¥ 1, n ¥ 1 and z P ra, bs, the equality gn � p fi j � � � fi1q�1 �
gn � p fi j � � � fi1q yields

logpDgnpzqq � logpDp fi j � � � fi1qpzqq � logpDgnp fi j � � � fi1pzqqq � logpDp fi j � � � fi1qpgnpzqqq.
Assume that f1, . . . , fk are C1�α diffeomorphisms, and fix an α-Holder constant M for the
functions D f1, . . . ,D fk. Letting zn :� gnpzq and noticing that zn belongs to ra, bs � I for all
n ¥ 1, we obtain that |logpDgnpzqq| is bounded above by

��logpDgnp fi j � � � fi1pzqqq
��� j̧

m�1

��logpD fimp fim�1 � � � fi1pzqqq � logpD fimp fim�1 � � � fi1pznqqq
�� .

So, using the α-Hölder condition we have

|logpDgnpzqq| ¤ ��logpDgnp fi j � � � fi1pzqqq
��� M Lα.

Now, since gn fixes the intervals fi j � � � fi1pIq, in each of them there must be a point in which
the derivative of gn is equal to 1. Therefore Dgnp fi j � � � fi1pzqq converges to 1 as j goes to
infinity. Hence we conclude that Dgnpzq ¤ eM Lα , which is a contradiction because the
restriction on g to ra, bs is non-trivial.

�

The following lemma is useful to get into the hypotheses of Theorem 1.17. Although it
is stated in a slightly different way, the proof is the same as that of [12, Lemma 3.3].

Lemma 1.18. Let f1, . . . , fk be C1-diffeomorphisms of r0, 1s, and I subinterval of r0, 1s
such that Zk � x f1, . . . , fky{StabpIq, where StabpIq is the stabilizer of I (which is assumed
to be a normal subgroup). Then, if α ¡ 1{k there exists a sequence p fi jq jPN of elements in
t f1, . . . , fku such that ¸

j¥0

�� fi j � � � fi1pIq
��α   8.

Before giving the proof we will explain the main idea. It is easy to see that the set

t f n1
1 � � � f nk

k pIq : pn1, . . . , nkq P Nk and
ķ

i�1

ni ¤ nu

contains exactly
pn� 1qpn� 2q � � � pn� kq

k!
∼ nk
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disjoint intervals. So, we should expect that, “typically”, their length has order 1{nk. Hence,
for a “generic” random sequence p fi jq jPN of elements in t f1, . . . , fku, we should have that for
α ¡ 1{k ¸

n¥1

| fin � � � fi1pIq|α ¤ C
¸
n¥0

1
n kα   8.

To formalize the idea, let te1, . . . , eku be the canonical generators of Zk; and consider the
Markov process on Nk with transition probabilities

p

��
ķ

j�1

n je j

�
Ñ
�

ei �
ķ

j�1

n je j

��
� ni � 1

n1 � � � � � nk � k
.

This process induces a probability measure P on the space of infinite paths

Ω � te1, . . . , ekuN.
Now, let α ¡ 1{k. Given a sequence ω � pei jq jPN P Ω, we identify the elements ei j with fi j ,
and define the functions Xn : Ω Ñ R as follows

Xnpωq :� | fin � � � fi1pIq|α .
Define also X : Ω Ñ RY t8u as

Xpωq :�
¸
n¥0

Xnpωq.

Proof. We are going to prove the lemma showing that the expectation of the function X is
finite P-almost everywhere. Since the probability of reaching pn1, . . . , nkq in n � n1�� � ��nk

steps is equal to
pk � 1q!

pn� 1qpn� 2q � � � � � pn� k � 1q �
pk � 1q!

n k�1 ,

we have that
EpXnq ¤ pk � 1q!

¸
n1�����nk�n

�� f n1
1 � � � f nk

k pIq
��α 1

n k�1 .

By Holder’s inequality,

EpXnq ¤ pk � 1q!
� ¸

n1�����nk�n

�� f n1
1 � � � f nk

k pIq
���α� ¸

n1�����nk�n

1
n pk�1q{p1�αq

�1�α

.

So, since the number of elements that satisfy n1 � � � � � nk � n, has order n k�1, we have that
there exists a positive constant C such that

EpXnq ¤ C

� ¸
n1�����nk�n

�� f n1
1 � � � f nk

k pIq
���α

1
nαpk�1q

.

Again Holder’s inequality yields

EpXq �
¸
n¥0

EpXnq ¤ C

� ¸
n1,...,nkPN

�� f n1
1 � � � f nk

k pIq
���α �¸

n¥0

1
nαpk�1q{p1�αq

�1�α

,

and since α ¡ 1{k we conclude that EpXq is finite, as desired. �
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1.4.2. Positive version of Kopell’s lemma. The next lemma is strongly inspired by the
work of Kopell (see the appendix of [33]). Below, by Diff 1�Lip

� pr0, 1sq we refer to the group
of orientation preserving diffeomorphisms of r0, 1s with Lipschitz derivative.

Lemma 1.19. Let f P Diff1�Lip
� pr0, 1sq be such that f pxq � x for all x P p0, 1q. Fix x0 P

p0, 1q, and let xn :� f npx0q. Let pgnqnPZ be a sequence of C1 diffeomorphisms of the interval
of endpoints x0, x1 such that Dgnpx0q � Dgnpx1q � 1 for all n P Z. Let g : p0, 1q Ñ p0, 1q
be the diffeomorphism whose restriction to each interval of endpoints xn, xn�1 coincides with
f ngn f�n. If gn Ñ Id in C1 topology as |n| Ñ 8, then g extends to a C1 diffeomorphism of
r0, 1s by letting f p0q � 0 and f p1q � 1.

Proof. Assume n ¥ 0 and f pxq   x for all x P p0, 1q. Define In :� f nprx1, x0sq, take a
point z P In and put zn � f�npzq. We only need to check the differentiability of g at point 0
(at 1 is analogous). Arguing as above we have

Dgpzq � D f npgnpznqq
D f npznq Dgnpznq.

By hypothesis we know that Dgnpznq Ñ 1 as |n| Ñ 8. And on the other hand����log
�

D f npgnpznqq
D f npznq


���� ¤
n�1̧

i�0

��logD f p f ipgnpznqqq � logD f p f ipznqq
��(6)

¤ M
n�1̧

i�0

�� f ipgnpznqq � f ipznq
�� ,(7)

where M is a Lipschitz constant for D f . We claim that this last expression goes to zero as n
goes to infinity. Indeed, by the mean value theorem we know that pgnpznq � x1q{pzn � x1q �
Dgnpξnq for some ξn P convtx1, znu.And since gn converges to the identity in the C1 topology
we have

gnpznq � zn

zn � x1
� pDgnpξnq � 1q � 0.

Now, let ε ¡ 0. By the previous part and the mean value theorem we eventually have (for
certain points cn P convtgnpznq, znu and c̃n P px1, x0q) that���� f ipgnpznqq � f ipznq

f ipx0q � f ipx1q
���� �

����gnpznq � zn

x1 � x0

����
����D f ipcnq
D f ipc̃nq

���� ¤ ε eV ,

where the last inequality of follows from the estimates made in (5) (and we are calling V the
variation of D f ). Now we return to the expression (7) and we will see that it goes to zero.
For this we simply use the above and conclude that

n�1̧

i�0

�� f ipgnpznqq � f ipznq
�� ¤ ε eV

n�1̧

i�0

�� f ipx1q � f ipx0q
�� ¤ ε eV

as desired. �
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1.4.3. No strong Kopell’s lemma in class C1�α. We end this section by showing that
lemma 1.19 is not valid in class C1�α (at least not without adding some extra hypothesis).
Namely, there exist:


 a C8 diffeomorphism of r0, 1s such that f pxq ¡ x for all x P p0, 1q with a funda-
mental domain rx0, x1s (where x1 :� f px0q),
and


 a sequence pgnqnPZ of C1�α diffeomorphisms of rx0, x1s,
such that Dgnpx0q � Dgnpx1q � 1 for all n, one has the convergence gn Ñ Id in
C8 topology, but the C1 diffeomorphism g : r0, 1s Ñ r0, 1s defined as

(8) g| f nprx0,x1sq :� f ngn f�n| f nprx0,x1sq

is not C1�α for any α P p0, 1q.

Our diffeomorphism f is

f pxq � 2x
x � 1

.

Notice that

f npxq � 2nx
p2n � 1qx � 1

.

Hence, for all x, y,

�� f npxq � f npyq�� � ���� 2nx
p2n � 1qx � 1

� 2ny
p2n � 1qy� 1

���� � 2n|x � y|
rp2n � 1qx � 1s � rp2n � 1qy� 1s ,

which yields

(9)
�� f npxq � f npyq�� ¤ C

2n

for a certain universal constant C provided x, y both belong to a compact subinterval of p0, 1q
(say r1{2, 2{3s).

Now consider the points x0 :� 1{2 and x1 :� f px0q � 2{3. Notice that x1 � x0 � 1{6.
Then let

a :� 1
2
� 1

30
� 8

15
, b :� 1

2
� 2

30
� 17

30
, b1 :� 1

2
� 3

30
� 3

5
, b2 :� 1

2
� 4

30
� 19

30
.

Let % : ra, 2{3s Ñ r�1{2, 1{2s be a C8 function such that

%paq � %pb1q � %p2{3q � 0, %pbq � 1
2
, %pb2q � �1

2
.

Assume also that % is strictly increasing on ra, bs and rb2, 3{2s, strictly decreasing on rb, b2s,
infinitely flat at a and 3{2, and its graph is symmetric with respect to the point pb1, 0q. Let
ρn : r1{2, 2{3s be the function that is identically equal to 1 on r1{2, as and whose restriction
to ra, 2{3s coincides with 1� %{n.
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1
2

�
1
2

a b b1 b2 2
3

1

a b b1 b2 2
3

%n

By the symmetry property of %, we have» 1

0
ρnpsq ds � b� a,

hence ρn is the derivative of a diffeomorphism gn of ra, bs. Since ρn is C8, the diffeomor-
phism gn is of class C8. We claim that gn converges to the identity in the Ck topology for
every integer k. (Hence, by definition, the convergence holds in C8 topology.) Indeed, for
k ¥ 2, as n goes to infinite, we have

}Dkpgnq}C0 � }Dk�1pρnq}C0 � 1
n
}Dk�1%}C0 ÝÑ 0.

We will next show that the corresponding diffeomorphism g obtained via (8) is not C1�α for
any α ¡ 0.

Since gnpaq � a and Dgnpaq � 1, we have

Dgp f npaqq � Dp f ngn f�nqp f npaqq � D f npgnpaqq
D f npaq � Dgnpaq � 1.

To compute Dgp f npbqq, first notice that

D f npxq � 2n�p2n � 1qx � 1
�2 .

We compute:

Dgp f npbqq � D f npgnpbqq
D f npbq � Dgnpbq �

� p2n � 1qb� 1
p2n � 1qgnpbq � 1

�
�
�

1� 1
n



.

Since

gnpbq � gnpaq �
» b

a
ρnpsq ds � gnpaq �

» b

a

�
1� %psq

n



psq ds

� a� pb� aq �
» b

a

%psq
n

ds � b� C
n
,
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where

I :�
» b

a
%psq ds ¡ 0,

this yields

Dgp f npbqq �
� p2n � 1qb� 1
p2n � 1qpb� I{nq � 1

�
�
�

1� 1
n



,

hence

|Dgp f npbqq � Dgp f npaqq| � 1
n

� p2n � 1qb� 1
p2n � 1qpb� I{nq � 1

�
�
�

I
n p2n � 1qpb� I{nq � 1

�
.

Therefore, for a certain constant C1,

(10)
��Dgp f npbqq � Dgp f npaqq�� ¥ C1

n
.

Finally, putting (9) and (10) together, we obtain

|Dgp f npbq � Dgp f npaqqq|
| f npbq � f npaq|α ¥ C1

Cα
� 2nα

n
,

which diverges to infinite as n Ñ 8 provided α ¡ 0. This shows that g is not of class C1�α.

1.5. Distortion

We close this preliminars with the basic definitions and examples that we will need for
Chapter 3. Remember that if G is a group generated by a finite and symmetric set S , the
word metric } � } : G Ñ R is defined as

`S p f q � } f } :� min t n : f � s1 � � � sn, with s1, . . . , sn P S u.

Since the sequence n ÞÑ } f n} satisfy } f n�m} ¤ } f n}�} f m}, we have by Fekete’s lemma (see
[33] lemma 2.2.1) that the limit

(11) lim
nÑ8

} f n}
n

exists. It is not difficult to see that if S and T are finite generating sets of the group G, then
there exists a positive constant M such that `S p f q ¤ M `T p f q for all f P G. Therefore, if
the above limit is zero with the metric associated with one generator, then the limit will also
be zero with the metric associated with any other generator. So we can do the following
definition.

Definition 1.2. Let G be a finitely generated group. An element f is distorted in G if the
respective limit (11) is zero, for some finite and symmetric generating set S .

Definition 1.3. Let G be a group. An element f is distorted in G if it is distorted in some
finitely generated subgroup.
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Example 1.20. The Baumslag-Solitar group contains the canonical example of a dis-
torted element. Remember that this group has the presentation

BS p1, 2q � x f , g : g f g�1 � f 2y.
The relation of the group yields that for all n P N we have gn f g�n � f 2n

. Therefore

} f 2n}
2n � 2n� 1

2n ÝÑ
nÑ8

0.

So, since we know that the sequence p} f n}{nqnPN is convergent, its limit must be zero.

Example 1.21. (Nilpotent Groups) Let G be a non-abelian nilpotent group of nilpotency
degree n. We know that γn � rG, γn�1s � teu, therefore the subgroup γn�1 is non-trivial an
central. So, we can choose z P γn�1 of the form z � rx, ys, and since z is central, it is easy to
see that

zn2 � rxn, yns,
this yields

}zn2}
n2 � 4n

n2 ÝÑnÑ8
0.

Therefore, the same argument used in the previous example tells us that element z is distorted
in G.

We now introduce a tool to identify undistorted elements in a group.

Definition 1.4. Let G be a group. A length function on G is a function ` : G Ñ R�
satisfying `p1q � 0 which is symmetric and subadditive.

Note that if ` : G Ñ R� is a length function and

lim
nÑ8

`p f nq
n

¡ 0,

then, the element f is non-distorted in G. Indeed, if f is distorted in a group generated by a
finite and symmetric set S , we have

lim
nÑ8

C
} f n}

n
¥ lim

nÑ8

`p f nq
n

¡ 0,

where C � maxt`psq : s P S u and } � } is the metric asociated to S .
As we will see in Chapter 3, the variation of the derivative

f ÞÑ varplogD f q
will be our length function and it will allow us to find undistorted elements in the group
Diff1�bv

� pr0, 1sq.





CHAPTER 2

On the critical regularity of metabelian nilpotent groups

2.1. Proof of Theorem A

Throughout this chapter, G will denote a torsion-free nilpotent group of degree n which
is also metabelian and A a maximal abelian subgroup which we assume that contains rG,Gs
(in particular it is normal).

2.1.1. On the conjugacy action of G{A on A. In view of Proposition 1.8, we have that
G is an extension of Zk by Zd,

1 ÝÑ Zd ÝÑ G ÝÑ Zk ÝÑ 1,

where A � Zd and G{A � Zk. We begin by studying the natural action of G{A on A coming
from the conjugacy action of G on A.

Let tg1, . . . , gdu and t f1A, . . . , fkAu be generators of A and G{A respectively. Since A is
normal, the subgroup of G generated by f1, . . . , fk, acts on A by automorphisms

x f1, . . . , fky ÝÑ AutpZdq.
Therefore, the action of each f P x f1, . . . , fky is given by a matrix A f P GLdpZq, which
depends on the set tg1, . . . , gdu. We call A f the conjugacy matrix of f . In the special case of
the generators f1, . . . , fk, we denote the conjugacy matrix of fi simply by Ai.

In the next lemma, we will see that we can always choose a generator of A, such that the
conjugacy matrices of the elements f1, . . . , fk belong to UdpZq, the group of upper triangular
matrices with 1’s in the diagonal. This is known to Mal’cev in the case where the matrix
entries belong to a field. We write a direct proof in our special case. For the statement we
will say that a generating set of a group is minimal, if it has least possible cardinality.

Lemma 2.1. Let A ¤ G be a maximal abelian subgroup satisfying that rG,Gs � A.
Suppose that Zd � A and Zk � G{A � x f1A, . . . , fkAy. Then, there exists a generating
set tg1, . . . , gdu of A, such that the conjugacy matrices of the elements f1, . . . , fk belong to
UdpZq. In particular, the nilpotency degree of G is bounded by d � 1.

Proof. Since G is nilpotent of degree n, the upper central series

teu � ζ0 ¤ ζ1 ¤ � � � ¤ ζn � G,

is finite. Remember that all the factors ζi{ζi�1 are torsion-free. Combining this with the fact
that G{A is also torsion-free, we have , for g P G, that

(12) g j P ζi X A ñ g P ζi X A @i P t0, . . . , nu, j P Z.
Define Γi :� ζi X A and let m be the smallest element in t1, . . . , nu such that Γm � A. This
yields the filtration

teu � Γ0 ¤ Γ1 ¤ � � � ¤ Γm � A,

25
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such that

(13) rG,Γis � Γi�1,

and, by (12), also enjoys the property that each factor Γi�1{Γi is torsion-free abelian.
Note that if Γm�1 � Znm�1 and Γm{Γm�1 � Znm then, since Γm � A � Zd is abelian, we

have that d � nm�1 � nm. Therefore, if tg1, . . . , gnm�1u and tgnm�1�1Γm�1, . . . , gnm�1�nmΓm�1u
are minimal generating sets of Γm�1 and Γm{Γm�1 respectively, then tg1, . . . , gnm�1 , gnm�1�1,
. . . , gdu is a minimal generating set of Γm � A.

Recursively, we obtain a minimal generating set tg1, . . . , gdu of A which, by (13), has
the property that for gs P tg1, ..., gdu X Γi, it holds that r f j, gss P Γi�1 � xg1, ..., gs�1y for
all j P t1, ..., ku. In other words the conjugacy matrices of each f P t f1, . . . , fku belong to
UdpZq.

The fact that G has nilpotency degree bounded by d� 1 follows from the fact that UdpZq
has nilpotency degree d � 1. �

2.1.2. An action of G on a totally ordered set.

Proposition 2.2. Let A ¤ G be a maximal abelian subgroup satisfying rG,Gs � A. Fix a
generating set tg1, . . . , gd, f1, . . . , fku of G, such that, tg1, . . . , gdu is the generating set of A
given by Lemma 2.1 and x f1A, . . . , fkAy � G{A � Zk. Then, for a fixed s P t1, . . . , du there
is an action of G on Zk�1 satisfying:

1) The action of G on Zk�1 preserves the lexicographic order.
2) There exist functions `t, rm : Zk Ñ Z, such that

ftpi1, .., it, .., ik, jq � pi1, .., it � 1, .., ik, j� `tpi1, . . . , ikqq,
gmpi1, . . . , ik, jq � pi1, . . . , ik, j� rmpi1, . . . , ikqq,

for all m P t1, . . . , du and t P t1, . . . , ku. Besides, rs � 1 and r1 � � � � � rs�1 � 0.
3) There exists a positive constant M, such that for all t P t1, . . . , ku, m P t1, . . . , du

and pi1, . . . , ikq � p0, . . . , 0q we have

|`tpi1, . . . , ikq| ¤ Mp|i1| � � � � � |ik|qd, |rmpi1, . . . , ikq| ¤ Mp|i1| � � � � � |ik|qd.

Proof. We first show item 2. To this end, fix s P t1, . . . , du and consider the subgroup
Hs � xtg1, . . . , gdu r tgsuy. Since the sets t f i1

1 � � � f ik
k A : i1, . . . , ik P Zu and tg j

sHs : j P Zu
are partitions of G and A respectively, the coset space can be described by the normal forms

(14) G{Hs � t f i1
1 � � � f ik

k g j
sHs : i1, . . . , ik, j P Zu.

Hence we can identify G{Hs with Zk�1 by identifying f i1
1 � � � f ik

k g j
sHs with pi1, . . . , ik, jq . In

particular, the left-multiplication action of G on G{Hs provides an action of G on Zk�1. This
is the action we want to consider.

Now, by Lemma 2.1, we have that for all i, j P t1, . . . , ku and l P t1, . . . , du it holds that

fi f j P f j fi xg1, . . . , gdy and gl f j P f jgl xg1, . . . , gl�1y.
Therefore, for t P t1, . . . , ku, the action of ft is addition by 1 on the t coordinate and the and
the action on the k � 1 coordinate depends on previous k coordinates, hence the function `t.
The function rm, for m P t1, . . . , du, can be found analogously.
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We are now in position to check item 1. This follows from the fact that the lexicographic
order on the coset space Zk�1 � G{Hs given by (1), can recovered as a convex extension of
the lexicographic order on Zk � G{A by the (lexicographic) order on A{Hs � Z. See Lemma
1.9 and Lemma 1.10.

Finally we check item 3. Let t P t1, ..., ku. Recall that the action of ft on Zk�1 is nothing
but the left-multiplication action of ft on G{Hs. Hence, in order to compute the image of
f i1
1 � � � f it

t � � � f ik
k g j

sHs under ft, we need to multiply and find the representative in normal form
(14). To do this, observe that ft f j � r ft, f js f j ft. Hence, bringing ft to the t-th position,
generate at most |i1| � � � � � |ik| simple commutators of weight 2, which we now need to
move to the right most place. Since G is metabelian, the commutators commute with each
other. So, moving them all to the rightmost place generates at most p|i1| � � � � � |ik|q2 simple
commutators of weight 3. Analogously, moving them all to the rightmost place, we have at
most p|i1| � � � � � |ik|q3 simple commutators of weight 4, and so on. Since G has nilpotency
degree bounded by d� 1, all simple commutators of this weight are trivial (see Lemma 2.1).
Therefore, repeating the previous argument d � 1 times, we have

ft.p f i1
1 � � � f it

t � � � f ik
k g j

sHsq � f i1
1 � � � f it�1

t � � � f ik
k gg j

sHs,

where g P A is the product of at most
ḑ

i�1

p|i1| � � � � � |ik|qi ¤ dp|i1| � � � � � |ik|qd

simple commutators. Now note that

g.g j
sHs � g`tpi1,...,ikq

s g j
sHs,

since `tpi1, ..., ikq agrees with the exponent of gs in the expression of g over the generators
tg1, ..., gdu. Therefore, letting S � A be the set of all simple commutators of G (which is
finite), and defining

λ :� maxt|ms| : D m1, ...,md for which pgm1
1 � � � gms

s � � � gmd
d q P S u,

we see that `tpi1, . . . , ikq is bounded by λ times the number of simple commutators that were
used to write g. Hence

|`tpi1, ..., ikq| ¤ λdp|i1| � � � � � |ik|qd.

Analogous computations give the inequality for the functions rm. �

Remark 2.3. Note that the action built in the Proposition 2.2 is not necessarily faithful.
However, given gs P tg1, ..., gdu we have that the action G ñ Zk�1 is such that the elements
g1, ..., gs�1 act trivially and gspi1, ..., ik, jq � pi1, ..., ik, j � 1q. This will be used in §2.1.4 in
order to build a faithful action.

2.1.3. Action by diffeomorphisms of r0, 1s. Above we built an action of G on Zk�1

which preserves the lexicographic order, and hence we can consider the dynamical realiza-
tion of this action to get a G-action by orientation preserving homeomorphisms of r0, 1s.

However, since the group is nilpotent and we have good control from the polynomials
appearing in Proposition 2.2, we will use Lemma 1.14 to see that this action can actually be
projected to an action by diffeomorphisms of r0, 1s.
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Let tIi1,...,ik , j : pi1, . . . , ik, jq P Zk�1u be a family of intervals whose union is dense in
r0, 1s and that are disposed preserving the lexicographic order of Zk�1. We identify the
generators g1, . . . , gd, f1, . . . , fk from Lemma 2.1 with elements in Diff0

�pr0, 1sq as follows:
ft and gs will be homeomorphisms of r0, 1s, such that their restriction to Ii1,...,ik , j coincides,
respectively, with

ϕ
Ii1 ,..,it�1,..,ik , j�`tpi1 ,...,ikq�1 , Ii1 ,..,it�1,..,ik , j�`tpi1 ,...,ikq

Ii1 ,...,ik , j�1 , Ii1 ,...,ik , j
and ϕ

Ii1 ,...,ik , j�rspi1 ,...,ikq�1 , Ii1 ,...,ik , j�rspi1 ,...,ikq

Ii1 ,...,ik , j�1, Ii1 ,...,ik , j
,

for t P t1, ..., ku, and s P t1, ..., du. Thus, by 1) in Lemma 1.14, we have a group homomor-
phism G Ñ Diff0

�pr0, 1sq. The main technical step for proving Theorem A is the following
proposition.

Proposition 2.4. For an appropriate choice of length of the intervals |Ii1,...,ik , j|, the home-
omorphisms f1, . . . , fk, g1, . . . , gd are simultaneously diffeomorphisms of class C1�α, for any
α   1{k.

The rest of §2.1.3 is devoted to give the proof of Proposition 2.4. We will assume that
k ¥ 2 since, after Condition 3 in Proposition 2.2, we can use the estimates from [10, §4] to
ensure that, when k � 1, the action is by C1�α diffeomorphisms for any α   1.

So let k ¥ 2 and consider α   1{k. Choose positive real numbers p1, ..., pk, r such that
for all n P t1, ..., ku they satisfy the following conditions:

I) α� r ¤ 2,
II) dpr � 1q ¤ p1� αq,

III) 2dr ¤ pn,
IV) 2d ¤ pnp1� αq,
V) 1

p1
� � � � � 1

pk
� 1

r   1,
VI) α ¤ 1

pn
� 1

r and α ¤ r
pnpr�1q .

For instance, one can take p1 � � � � � pk � 3d{α and r � 3d{p3d � 1q.
Now define the lengths of the intervals Ii1,...,ik , j as

|Ii1,...,ik , j| �
1

|i1|p1 � � � � � |ik|pk � | j|r � 1
.

From condition V) it follows that
° |Ii1,...,ik , j|   8, hence this family of intervals can be

disposed on a finite interval respecting the lexicographic order. After renormalization, we
can assume that this interval is r0, 1s.

Following [21], we say that two real-valued functions f and g satisfy f   g if there is a
constant M ¡ 0 such that | f pxq| ¤ Mgpxq for all x. We also write f � g if f   g and g   f .

Let θ be a C2 real-valued function satisfying θpξq � |ξ|r for |ξ| ¥ 1, and θp0q � 0.
Consider the auxiliary functions (C2 with respect to ξ):


 ψpi1, . . . , ik, ξq :� 1� |i1|p1 � � � � � |ik|pk � θpξq,

 Ψi1,...,ikpξq :� logpψpi1, . . . , ik, ξqq.

Lemma 2.5. Let S � 1� |i1|p1 � � � � � |ik|pk , and suppose |ξ � j| ¤ CpS 1{r �p|i1| � � � � �
|ik|qdq for some positive constant C. Then

ψpi1, . . . , ik, jq � ψpi1, . . . , ik, ξq.
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Proof. By symmetry, it is enough to show that ψpi1,...,ik ,ξq
ψpi1,...,ik , jq

is bounded above. For this we
note that

ψpi1, . . . , ik, ξq
ψpi1, . . . , ik, jq  

1� |i1|p1 � � � � � |ik|pk � | j|r � |ξ � j|r
1� |i1|p1 � � � � � |ik|pk � | j|r

  1� S � p|i1| � � � � � |ik|qdr

ψpi1, . . . , ik, jq
  2� p|i1| � � � � � |ik|qdr

ψpi1, . . . , ik, jq .

Where we repeatedly use the inequality |x � y|a   |x|a � |y|a, which holds for any a ¡ 0.
Now just notice that the last expression is bounded. Indeed, since p|i1| � � � � � |ik|qdr

 

|i1|dr � � � � � |ik|dr, it is enough to observe that for each n P t1, . . . , ku,
|in|dr ¤ pψpi1, . . . , ik, jqq dr

pn ¤ ψpi1, . . . , ik, jq,
which holds thanks to condition III). �

2.1.3.1. The maps gs are C1�α-diffeomorphisms. We start the proof of Proposition 2.4
by showing that the maps gs, for s P t1, . . . , du, are of class C1�α. That is, we want to show
that there is constant C ¡ 0 such that

|logDgspxq � logDgspyq|
|x � y|α ¤ C for all x, y P r0, 1s .

To check this, it is enough to consider points x, y in intervals Ii1,...,ik , j and Ii1,...,ik , j1 . Indeed,
after condition 2) in Lemma 1.14 and the definition of gs, it follows that gs has derivative
1 at the end points of the intervals Y jIi1,...,ik , j, so this case follows by applying triangular
inequality.
Case 1: The points x, y belong to the same I :� Ii1,...,ik , j.

Condition 3) in Lemma 1.14 provides a Lipschitz constant for logpDgsq. So it is enough
to bound

1
|I|α

���� |I| |J1||J| |I1| � 1
���� ,

where I1 � Ii1,...,ik , j�1, J � Ii1,...,ik , j�rspi1,...,idq and J1 � Ii1,...,ik , j�rspi1,...,ikq�1.
We will in fact bound the following asymptotically equivalent expression

1
|I|α log

|I| |J1|
|J| |I1| .

For this notice that log |I||J1|
|J||I1| equals to

Ψi1,...,ikp j� rspi1, . . . , ikqq � Ψi1,...,ikp j� rspi1, . . . , ikq � 1q � pΨi1,...,ikp jq � Ψi1,...,ikp j� 1qq.
So applying twice the Mean Value Theorem to the function x ÞÑ Ψi1,...,ikp j�1�xq�Ψi1,...,ikp j�
xq, we have

(15)

∣∣∣∣∣∣log
|I| |J1|
|J| |I1|

∣∣∣∣∣∣ � |rspi1, . . . , ikq|
��D2pΨi1,...,ikqpξq

�� ,
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where ξ is a point in the convex hull of t j � 1, j, j � 1 � rs, j � rsu. Let us find an upper
bound for |D2pΨi1,...,ikqpξq|. Since Dθ and D2θ are bounded in r�1, 1s, and

D2pΨi1,...,ikqpξq �
D2θpξq

ψpi1, . . . , ik, ξq �
pDθpξqq2

pψpi1, . . . , ik, ξqq2 ,

we have that

D2pΨi1,...,ikqpξq  
1

ψpi1, . . . , ik, ξq
for all ξ P r�1, 1s. On the other hand for ξ R r�1, 1s we have that θpξq � |ξ|r. So, observing
|ξ|r�2   1 and |ξ|r {ψpi1, . . . , ik, ξq   1, it follows that

(16) D2pΨi1,...,ikqpξq  
|ξ|r�2

ψpi1, . . . , ik, ξq  
1

ψpi1, . . . , ik, ξq .

Now going back to equation (15) and using 3) of Proposition 2.2 , we have

log
|I| |J1|
|J| |I1|  

|i1|d � � � � � |ik|d
ψpi1, . . . , ik, ξq .

Note that for all n P t1, . . . , ku the condition IV) yields

|in|d ¤ pψpi1, . . . , ik, ξqq d
pn ¤ pψpi1, . . . , ik, ξqqp1�αq.

Finally by Lemma 2.5 we conclude

1
|I|α log

|I| |J1|
|J| |I1|  

pψpi1, . . . , ik, ξqq�α
|I|α  

pψpi1, . . . , ik, jqq�α
|I|α � 1,

as desired.
Case 2: The point x belongs to Ii1,...,ik , j and y belongs to Ii1,...,ik , j1 .

We assume without loss of generality that j   j1. The condition 4) of Lemma 1.14 tells
us that |logDgspxq � logDgspyq| is bounded above by∣∣∣∣∣∣log

|Ii1,...,ik , j�rs | |Ii1,...,ik , j1 |
|Ii1,...,ik , j| |Ii1,...,ik , j1�rs |

∣∣∣∣∣∣�
∣∣∣∣∣∣log

|Ii1,...,ik , j�rs�1| |Ii1,...,ik , j|
|Ii1,...,ik , j�1| |Ii1,...,ik , j�rs |

∣∣∣∣∣∣�
∣∣∣∣∣∣log

|Ii1,...,ik , j1�rs�1| |Ii1,...,ik , j1 |
|Ii1,...,ik , j1�1| |Ii1,...,ik , j1�rs |

∣∣∣∣∣∣ .
The estimates in Case 1 allow us to estimate the last two terms (divided by |x� y|α), thus

we only need to bound the first term. So we look for a uniform bound for

(17)
1

|x � y|α
∣∣∣∣∣∣log

|I| |J1|
|I1| |J|

∣∣∣∣∣∣ ,
where I � Ii1,...,ik , j, I1 � Ii1,...,ik , j1 , J � Ii1,...,ik , j�rs and J1 � Ii1,...,ik , j1�rs . Assume that j, j1 are
positive (the case where both are negative follows by symmetry, and if they have different
sign, it suffices to consider an intermediate comparison with the term corresponding to j2 �
0). Assume further that j1� j ¥ 2 (the case where j1� j � 1 follows from the previous one,
passing through the point that separates the intervals and using triangular inequality). Again,
applying twice the Mean Value Theorem to the function

x ÞÑ Ψi1,...,ikp j� rs � xq � Ψi1,...,ikp j� xq



2.1. PROOF OF THEOREM A 31

yields

(18)

∣∣∣∣∣∣log
|I| |J1|
|I1| |J|

∣∣∣∣∣∣ � | j� j1| |rspi1, . . . , ikq|
��D2pΨi1,...,ikqpξq

�� ,
for a certain ξ in the convex hull of t j, j1, j� rs, j1 � rsu.

We start by bounding |x � y|�α. For this note that by Case 1 and the triangle inequality,
we can (and will) assume that x is the left endpoint of I and y is the right endpoint of I1. This
yields

1
|x � y|α �

�
1° j1

`� j |Ii1,...,ik ,`|

�α

¤
�

1
| j� j1| |Ii1,...,ik , j1 |


α

,

where the last inequality holds because |Ii1,...,ik , j1 |   |Ii1,...,ik ,`| for `   j1. Note that if in
addition | j1 � j| ¤ CpS 1{r � p|i1| � � � � � |ik|qdq, for some C ¡ 0, we can use Lemma 2.5 to
compare |I| with |I1|, and eventually obtain the inequality

(19)
1

|x � y|α  
�

1
| j� j1| |Ii1,...,ik , j|


α

.

We now exhibit a bound for (17). We consider three separate cases. Let M be the constant
in Proposition 2.2 and let S � 1� |i1|p1 � � � � � |ik|pk .

iq The integers j, j1 belong to r0, 2Mp|i1|�� � ��|ik|qds. Since ξ P convt j, j1, j�rs, j1�
rsu it follows from Lemma 2.5 that��D2pΨi1,...,ikqpξq

��   1
ψpi1, . . . , ik, ξq �

1
ψpi1, . . . , ik, jq .

Furthermore, we have that

| j� j1| |rspi1, . . . , ikq|   p|i1| � � � � � |ik|q2d
  pψpi1, . . . , ik, jqq1�α,

where the last inequality holds from condition IV). If we combine this with (18),
(19), we conclude that

1
|x � y|α

∣∣∣∣∣∣log
|I| |J1|
|I1| |J|

∣∣∣∣∣∣   1
|I|α

pψpi1, . . . , ik, jqq1�α

ψpi1, . . . , ik, jq � 1.

iiq The integers j, j1 belong to1 r2Mp|i1| � � � � � |ik|qd, 2MkdS 1{rs. Similarly to iq, the
reader can check that we are in the hypotheses of Lemma 2.5 and that |ξ| ¥ Mp|i1|�
� � � � |ik|qd. Therefore, by (16), (18) and (19), we get

1
|x � y|α

∣∣∣∣∣∣log
|I| |J1|
|I1| |J|

∣∣∣∣∣∣  
�

1
| j� j1| |Ii1,...,ik , j|


α

| j1 � j| p|i1| � � � � � |ik|qd |ξ|r�2

ψpi1, . . . , ik, ξq

  | j1 � j|1�α p|i1| � � � � � |ik|qdpr�1q

ψpi1, . . . , ik, jq1�α .

To prove that this last expression is bounded, it is enough to show that

| j1 � j|1�α p|i1| � � � � � |ik|qdpr�1q
  ψpi1, . . . , ik, jq1�α.

1the constant kd is just to ensure that the interval is non-empty.
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Since j1 � j ¤ 2MkdS 1{r, it follows that

| j1 � j|1�α p|i1| � � � � � |ik|qdpr�1q
  p1� |i1|p1 � � � � � |ik|pkq p1�αq

r p|i1| � � � � � |ik|qdpr�1q,

so it suffices to prove that, given n,m P t1, ..., ku we have

(20) |in|
pnp1�αq

r |im|dpr�1q
  pψpi1, ..., ik, jqq1�α.

But note that

|in|
pnp1�αq

r |im|dpr�1q ¤ pψpi1, . . . , ik, jqq p1�αq
r �

dpr�1q
pm ,

and that conditions II) and V) guarantee p1�αq
r � dpr�1q

pm
¤ p1 � αq, which implies

(20).
iiiq Finally suppose that the integers j, j1 belong to r2MkdS 1{r,8s.

If j1 ¤ 2 j, then

(21)
ψpi1, . . . , ik, j1q
ψpi1, . . . , ik, jq   1� | j� j1|r

ψpi1, . . . , ik, jq   1� | j|r
ψpi1, . . . , ik, jq ¤ 2.

In particular, the intervals |I1| and |I| have comparable size and hence we conclude
that (19) still holds. Also note that j1 ¤ 2 j implies |ξ � j| ¤ | j|�Mp|i1|�� � ��|ik|qd.
Then, proceeding as in iiq, we have that

1
|x � y|α

∣∣∣∣∣∣log
|I| |J1|
|I1| |J|

∣∣∣∣∣∣   | j|1�α p|i1| � � � � � |ik|qdpr�1q

ψpi1, . . . , ik, jq1�α

The reader can check, again as in iiq, that this last expression is bounded.

For the case j1 ¡ 2 j. We have

|x � y| �
j1¸

`� j

|Ii1,...,ik ,`| �
j1¸

`� j

1
|i1|p1 � � � � � |ik|pk � |`|r

¡

j1¸
`� j

1
|`|r ¡

» j1

`� j

1
xr dx ¡

1

| j|r�1 ,

where the last inequality holds because j1 ¡ 2 j. On the other hand, applying the
Mean Value Theorem, it follows that

log
|I| |J1|
|I1| |J| � |rspi1, . . . , ikq|

��DpΨi1,...,ikqpξq � DpΨi1,...,ikqpξ̃q
�� ,

with ξ P convt j, j � rsu and ξ̃ P convt j1, j1 � rsu. Therefore, observing that the
function ξ ÞÑ DpΨi1,...,ikqpξq � r |ξ|r�1 {ψpi1, . . . , ik, ξq is decreasing, we have

1
|x � y|α

∣∣∣∣∣∣log
|I| |J1|
|I1| |J|

∣∣∣∣∣∣   p|i1| � � � � � |ik|qd | j|pα�1qpr�1q

ψpi1, . . . , ik, jq .
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Now we want to see that this last expression is bounded, in other words that the
inequality | j|pα�1qpr�1q p|i1| � � � � � |ik|qd

  ψpi1, . . . , ik, jq holds. For this, arguing
as in (20), it is enough to check that for all n P t1, ..., ku the inequality

pα� 1qpr � 1q
r

� d
pn
¤ 1

holds. To see this, note that from IV) it follows that d
pn
¤ 1�α

2 . Finally notice that
pα�1qpr�1q

r � 1�α
2 ¤ 1 ô r ¤ 2, which is ensured by condition I).

2.1.3.2. The maps ft are C1�α-diffeomorphisms. In the same way that for the maps gs,
we want to see that for all x, y P r0, 1s

|D ftpxq � D ftpyq|
|x � y|α ¤ C holds for some constant C ¡ 0.

To simplify notation we will only work with t � 1 as the other cases are analogous. As for
the case of the maps gs, we only have two cases to analyze.
Case 1: The points x, y belongs to the same interval Ii1,...,ik , j.

By Lemma 1.14 it is enough to show that the following expression is uniformly bounded

1
|Ii1,...,ik , j|α

log
|Ii1,...,ik , j| |Ii1�1,i2,...,ik , j�`1�1|
|Ii1�1,i2,...,ik , j�`1 | |Ii1,...,ik , j�1| .

To see the this, simply note that the above expression is equal to

1
|Ii1,...,ik , j|α

log
|Ii1,...,ik , j| |Ii1�1,i2,...,ik , j�1|
|Ii1�1,i2,...,ik , j| |Ii1,...,ik , j�1| �

1
|Ii1,...,ik , j|α

log
|Ii1�1,i2,...,ik , j| |Ii1�1,i2,...,ik , j�`1�1|
|Ii1�1,i2,...,ik , j�`1 | |Ii1�1,i2,...,ik , j�1| .

By condition VI) we know from [10, §3.3] that the first term is uniformly bounded. The
second term is bounded as well since it is the same that we bound when dealing with gs

(changing i1 for i1 � 1).
Case 2: The point x P I � Ii1,...,ik , j and y P J � Ii1,...,ik , j1 , with j   j1.

Here we can use 4) from Lemma 1.14 to bound |log D f1pxq � log D f1pyq| by∣∣∣∣∣∣log
|Ii1�1,...,ik , j�`1 | |Ii1,...,ik , j1 |
|Ii1,...,ik , j| |Ii1�1,...,ik , j1�`1 |

∣∣∣∣∣∣�
∣∣∣∣∣∣log

|Ii1�1,...,ik , j�`1�1| |Ii1,...,ik , j|
|Ii1,...,ik , j�1| |Ii1�1,...,ik , j�`1 |

∣∣∣∣∣∣�
∣∣∣∣∣∣log

|Ii1�1,...,ik , j1�`1�1| |Ii1,...,ik , j1 |
|Ii1,...,ik , j1�1| |Ii1�1,...,ik , j1�`1 |

∣∣∣∣∣∣ ,
and then work in the same way as for the functions gs. For example, we express the term

1
|x � y|α log

|Ii1�1,i2,...,ik , j�`1 | |Ii1,...,ik , j1 |
|Ii1,...,ik , j| |Ii1�1,i2,...,ik , j1�`1 |

as
1

|x � y|α log
|Ii1�1,i2,...,ik , j| |Ii1,...,ik , j1 |
|Ii1�1,i2,...,ik , j1 | |Ii1,...,ik , j|

� 1
|x � y|α log

|Ii1�1,i2,...,ik , j�`1 | |Ii1�1,i2,...,ik , j1 |
|Ii1�1,i2,...,ik , j| |Ii1�1,i2,...,ik , j1�`1 |

.

The first term is bounded by [10, §3.3] and the second is also bounded by the same argument
used for the functions gs.
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2.1.4. Faithful action. Given s P t1, . . . , du and a compact interval Is, we have seen
how to produce certain actions

φs : G Ñ Diff1�α
� pIsq,

where the subgroup xg1, . . . , gs�1y acts trivial, while xgsy acts faithful (recall that we are
using the generating set from Lemma 2.1).

To obtain a faithful action we do the following: consider I1, . . . , Id compact intervals
such that for all s P t1, . . . , d � 1u, Is�1 is contiguous to Is by the right. Then define on
I :� I1 Y � � � Y Id the action φ : G Ñ Diff1�α

� pIq as

φ |Is� φs.

We claim that φ is injective. Indeed, since ZpGq ¤ A, by the Proposition 1.3 we only need
to check that φ |A is inyective. Let g P A be an element that acts trivially on I. Using the
generator of A, we have that there exist j1, . . . , jd P Z such that g � g j1

1 � � � g jd
d . Now, since

φpgq � id, it follows that

φspgq � id, @s P t1, . . . , du.
This yields that jd � � � � � j1 � 0 and hence g is the trivial element. This finishes the proof
of Theorem A.

2.2. Examples

In this section we give examples of nilpotent groups for which we can compute their
critical regularity. In each case we use Theorem A to obtain a lower bound for the critical
regularity and we argue that in our examples this is also an upper bound for the regularity.

We begin by recalling that if G is a finitely-generated nilpotent group of homeomor-
phisms of p0, 1q that has no global fixed points (or more generally a group acting without
crossings, see [29, 14]), then there is a well-defined group homomorphism ρ : G Ñ R,
which is usually called the translation number of the action. This map characterizes the
elements of G that have fixed points, in the sense that ρpgq � 0 if and only if g has a fixed
point in p0, 1q. We further note that the action of G on the interval has no crossings. By
this we mean that if an element f P G fixes an open subinterval I of p0, 1q and satisfies that
f pxq � x for all x in I, then for any other g P G we have that gpIq � I or gpIq X I � H. See
[29, §2.2.5] for background. With this, it is easy to prove the following result that we will
repeatedly use.

Lemma 2.6. Let G ¤ Diff0
�p0, 1q be a nilpotent group, and let c P G be a non-trivial

element such that c � ra, bs for some elements a, b P G. If c fixes an open interval I and has
no fixed point inside, then either a or b move I (disjointly).

Proof. Looking for a contradiction, assume that a and b fix I. Then we have the transla-
tion number homomorphism for the group xa, b, cy ¤ Diff0

�pIq. Since c is a commutator, it
is in the kernel of this morphism. Hence we conclude that c has a fixed point inside I, which
is contrary to our assumptions. �
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2.2.1. Heisenberg Groups. For a natural number n ¥ 1, the discrete p2n�1q-dimensional
Heisenberg group, is defined as the set of matrices

Hn :�
$&
%
�
�1 ~x c
~0t In ~y t

0 ~0 1

�

: ~x, ~y P Zn, c P Z and In is the identity matrix of size n

,.
- ,

with the usual matrix product. Note that the center of Hn coincides with the commutator
subgroup and is generated by the matrix

C :�
�
�1 ~0 1
~0t In ~0 t

0 ~0 1

�

.

We want to prove Theorem B, before this, it will be useful for us to bound the rank of
maximal abelian subgroups. Assume that there exists a maximal abelian subgroup of Hn

(note that it contains C) of rank m. Then we can choose elements

Ai :�
�
�1 ~ai ci

~0t In ~bi
t

0 ~0 1

�

P Hn for i P t1, . . . ,m� 1u,

such that xA1, . . .Am�1,Cy � Zm.Note that the commutativity of these matrices is equivalent
to the equations

(22) ~ai � ~b j � ~a j � ~bi @ i, j P t1, ...,m� 1u.
Note also that tA1, . . . ,Am�1,Cu generates a free abelian subgroup of rank m if and only if
the set of vectors B :� tp~bi, ~aiq P Zn � Zn : 1 ¤ i ¤ m � 1u is linearly independent over
Z. Indeed, if we have a dependency relation, say rp~b1, ~a1q P xp~b2, ~a2q, . . . , p~bm�1, ~am�1qy for
some 0 � r P Z, then Ar

1 P xA2, . . . ,Am�1,Cy, which contradicts that the abelian group has
rank m.

Having said this, we claim that m ¤ n � 1. To see this, note that, by equations (22) any
vector of the form p~ai,�~biq, with 1 ¤ i ¤ m � 1, is perpendicular to xBy. Hence we have
two orthogonal subgroups of rank m� 1, and thus m� 1 ¤ n, which proves our claim.
Realization. Consider the abelian subgroup

A :�
$&
%
�
� 1 ~x c
~0 t In ~0 t

0 ~0 1

�

 : ~x P Zn and c P Z

,.
- ,

it has rank equal to n � 1, which is the largest we can expect. Since the rank of Hn{A is n,
we have that Theorem A provides an injective group homomorphism

Hn ãÑ Diff1�α
� pr0, 1sq for α   1{n.

Bounding the regularity. Now we consider a faithful action φ : Hn ãÑ Diff1
�pr0, 1sq. Mak-

ing a little abuse of notation, we can think Hn ¤ Diff1
�pr0, 1sq.

Since the commutator subgroup of Hn is generated by C, we deduce from Lemma 2.6
that C has fixed points inside p0, 1q. Therefore, we can find an interval I � r0, 1s such that
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CpIq � I and Cpxq � x for all x in the interior of I. Let StabpIq be the stabilizer of I. It is
easy to see that this is an abelian subgroup. Indeed, if we take A,B P StabpIq and assume
that they do not commute, then there must exist m P Z such that rA,Bs � Cm. Since C has no
fixed points inside I, Lemma 2.6 tell us that either A or B moves I , which is a contradiction.
Note that Stab(I) is a normal subgroup as it contains the commutator subgroup.

Further, we know that there is a natural number k and elements B1, . . . ,Bk P Hn such
that

Zk � Hn

StabpIq �
xB1, . . . ,Bky

StabpIq .

So, given α ¡ 1{k, we can find by Lemma 1.18 a sequence pBi jq jPN of elements in tB1, . . . ,Bku
such that ¸

j¥0

��Bi j � � �Bi1pIq
��α   8,

and hence Theorem 1.17 yields that φ is not an action by C1�α-diffeomorphisms.
Now since the rank of StabpIq is bounded by n� 1 � rankpAq, we have that

k � rank
�

Hn

StabpIq


¥ rank

�
Hn

A



� n,

which tells us that the regularity of the action φ is bounded by 1� 1{n. So we conclude that

Critr0,1spHnq � 1� 1
n
.

The reader can easily check the following corollary of the proof of Theorem B.

Corollary 2.7. Let G be a finitely-generated nilpotent group with cyclic center and such
that rG,Gs ¤ ZpGq. Then, the lower bound for CritpGq obtain in Theorem A is also an upper
bound.

2.2.2. Examples with large nilpotency degree. Theorem B gives us the critical reg-
ularity for the Heisenberg groups, which are groups having nilpotency degree 2. Here we
provide more examples of nilpotent groups where we can compute its critical regularity,
but their nilpotency degree can be arbitrarily large. As for the Heisenberg groups, in these
examples we will show that the lower bound provided by Theorem A is also an upper bound.

Fix d, k P N, assume d ¥ k and consider a matrix pmi,sq P MkpZq with non-zero determi-
nant and positive entries. We let G be the group generated by the set

tg0u Y tgi, j : pi, jq P t1, . . . , ku � t1, . . . , duu Y t f1, . . . , fku,
subject to the relations


 rg0, gi, js � rg0, fis � r fs, fis � rgi, j, gl,ms � e, @ s, i, l P t1, . . . , ku, j,m P t1, . . . , du,

 r fs, gi, js � gmi,s

i, j�1 @s, i P t1, . . . , ku y j P t2, . . . , du,

 r fs, gi,1s � gmi,s

0 @s, i P t1, . . . , ku.
Note that from the identities rab, cs � arb, csa�1ra, cs and ra, bcs � ra, bsbra, csb�1, we
immediately have the following additional relations


 r f�1
s , gi, js P xg0, gi,1, . . . , gi, j�2yg�mi,s

i, j�1 @s, i P t1, . . . , ku, j P t2, . . . , du,

 r f�1

s , gi,1s � g�mi,s
0 @s, i P t1, . . . , ku.
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It is easy to see that G is a nilpotent group of degree d � 1, and A � xtg0u Y tgi, j :
pi, jq P t1, ..., ku� t1, . . . , duuy is a maximal abelian subgroup containing the commutator of
G (see Lemma 2.8 below). Moreover k is the torsion-free rank of G{A, therefore in view of
Theorem A we know that G embeds in Diff1�α

� pr0, 1sq for α   1{k. To show that 1 � 1{k
is actually an upper bound for the regularity we are going to need the following elementary
lemma.

Lemma 2.8. For all pi, jq P t1, . . . , ku � t2, . . . , du and n1, . . . , nk P Z we have
(1) r f n1

1 � � � f nk
k , gi, js P xg0, gi,1, . . . , gi, j�2ygλi

i, j�1,

(2) r f n1
1 � � � f nk

k , gi,1s � gλi
0 ,

where λi �
°k

s�1 nsmi,s. In particular, the subgroup A is a maximal abelian subgroup.

Proof. To show 1. we do induction on n � °k
s�1 |ns|.

Note that when n � 1 we have the result by the relations of G. So, consider an arbitrary
natural number n � °k

j�1 |n j| and assume that nk   0 (the other case is similar). For all
i P t1, . . . , ku and j P t2, ..., du we have that

r f n1
1 � � � f nk

k , gi, js � r f n1
1 � � � f nk�1

k , r f�1
k , gi, jss r f�1

k , gi, js r f n1
1 � � � f nk�1

k , gi, js,
and since r f�1

k , gi, js belongs to xg0, gi,1, . . . , gi, j�2yg�mi,k
i, j�1 , it follows that

r f n1
1 � � � f nk�1

k , r f�1
k , gi, jss P xg0, gi,1, . . . , gi, j�2y. Also, by induction hypothesis we have

r f n1
1 � � � f nk�1

k , gi, js P xg0, gi,1, . . . , gi, j�2ygp
°k�1

s�1 nsmi,s�pnk�1qmi,kq

i, j�1 .

Plugging these into the previous equation yields assertion 1. The proof of assertion 2 is
analogous. �

Remark 2.9. The most useful part of Lemma 2.8 is the explicit expression for the integers
λi appearing. These will be used in the proof of Theorem C.

Proof of Theorem C:

Proof. Suppose that G embeds into Diff1�α
� pr0, 1sq for some α ¡ 1{k. Let x0 be a point

in p0, 1q such that g0px0q � x0 and define the intervals

I0 :� pinf
n

gn
0px0q, sup

n
gn

0px0qq and Ii, j :� pinf
n

gn
i, jpx0q, sup

n
gn

i, jpx0qq.

Case 1: f pI0q X I0 � H for all f P x f1, . . . , fky � Zk.
In this case I0 is a wandering interval for the dynamics of x f1, . . . , fky. A contradiction

is provided by Lemma 1.18 followed by Theorem 1.17 since the central element g0 acts
non-trivially I0.

Case 2: There is a non-trivial element f P x f1, . . . , fky such that f pI0q � I0.
Let us put f � f n1

1 � � � f nk
k . Given i P t1, . . . , ku, by the Lemma 2.8 we have that

(23) r f , gi,1s � gλi
0 and r f , gi, js P xg0, gi,1, . . . , gi, j�2ygλi

i, j�1 for all j P t2, . . . , du,
where λi �

°k
j�1 n jmi, j. Since the vectors pmi,1, . . . ,mi,kq are linearly independent in Rk,

we can choose i to obtain λi � 0. Then, the relations (23) and Lemma 2.6 implies that
gi,1pI0qX I0 � H. Since the action has no crossings, the element f also fixes the intervals Ii, j
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and hence the same argument also yields that gi, jpIi, j�1qX Ii, j�1 � H for all j ¡ 2. Therefore,
I0 is a wandering interval for the action of xgi,1, . . . , gi,ky � Zk, So, a contradiction is reached
using Lemma 1.18 and Theorem 1.17 as before. �

2.2.3. An example with even higher regularity. It is easy to see that in some situations
the regularity given by Theorem A is not critical. In the examples that we know of, this is
related to the fact that the group can be splitted as a direct product of groups each of which
allows an embedding with better regularity. Take for example the groups of [10, §4]. These
are given by the presentation

Gd :� x f , g1, . . . , gd : rgi, g js � id, r f , g0s � id, r f , gis � gi�1 @ j ¥ 0, i ¥ 1y.
Note that Gd is isomorphic to a non-trivial semidirect product of the form Zd�Z. Now define
the group G :� Gd �Gd. On one hand, it is easy to see that

G � Z2d � Z2,

and Z2d � t0u is a maximal abelian subgroup of G. Therefore, if we apply the Theorem A,
we obtain an embedding of G into Diff1�α

� pr0, 1sq for all α   1{2. However, on the other
hand, the critical regularity of G es 2. Indeed, we can apply Theorem A to each factor of G
to obtain an embedding of the factor into Diff1�α

� pr0, 1sq for all α   1. If we put these two
actions together acting on disjoint intervals (as we did in Section 2.1.4), we end up with an
embedding if G into Diff1�α

� pr0, 1sq for all α   1.



CHAPTER 3

Examples of distorted interval diffeomorphisms of intermediate
regularity

3.1. On a family of C1�bv-undistorted diffeomorphisms

Recall that for a C1�bv diffeomorphism f of a compact 1-manifold, the asymptotic dis-
tortion was defined by Navas in [32] as

dist8p f q :� lim
nÑ8

varplog D f nq
n

.

By the subaditivity of varplogDp�qq, if f is a distorted element of the group of C1�bv diffeo-
morphisms, then dist8p f q � 0.

The family of diffeomorphisms with positive asymptotic distortion studied in [33] is as
follows: Start with a C1�bv diffeomorphism of r0, 1s with vanishing asymptotic distortion
and no fixed point in s0, 1r. Let I be a fundamental domain for the action of f , that is,
an open interval with endpoints x0 and x1 :� f px0q for a certain x0 P s0, 1r. Let g be any
nontrivial C1�bv diffeomorphism of s0, 1r supported on I. Then the diffeomorphism f̄ :� f g
has positive asymptotic distortion and, in particular, it is undistorted in Diff1�bv

� pr0, 1sq (hence
in Diff2

�pr0, 1sq). This fact follows from [7] (see Lemmas 2.2 and 7.2 therein) by using
the relation between the asymptotic distortion and the Mather invariant. For the reader’s
convenience, below we present a short and direct argument based on Kopell’s like estimates
[26, 29].

x�1 x0 x1 x2 . . .. . .

g � Id g � Id
g

0 1

f

N

� �

Let us consider the product f̄ n f�n. Since f has vanishing asymptotic distortion, if we
show that varplogDp f̄ n f�nqq has linear growth, the same will hold for varplogD f̄ nq. Now,
notice that

f̄ n f�n � p f g f�1qp f 2g f�2qp f 3g f�3q � � � p f ng f�nq
has support in the union of the intervals f pIq, f 2pIq, . . . , f npIq, and equals f kg f�k on each
such interval f kpIq. In particular, its derivative at the endpoints xk, xk�1 of each of these
intervals equals 1. We claim that there is a constant λ ¡ 1 such that, for all k ¥ 1, there is a

39
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point yk P f kpIq satisfying Dp f kg f�kqpykq ¥ λ. Assuming this, we conclude

varplogDp f̄ n f�nqq ¥
ņ

k�1

��logDp f kg f�kqpykq � logDp f kg f�kqpxkq
�� ¥ n logpλq,

which yields the desired linear growth.
Now, to check the existence of λ and the points yk, let V :� varplogD f q, and let N ¥ 1

be such that DgNpzq ¡ e2V holds for some z P I. We claim that λ :� eV{N works. Assume
otherwise. Then, for a certain K ¥ 0, one would have }Dp f Kg f�Kq}8 ¤ eV{N , which by the
chain rule would yield }Dp f KgN f�Kq}8 ¤ eV . However, at the point zK :� f Kpzq, we have
Dp f KgN f�KqpzKq ¡ eV . Indeed,

logpDp f KgN f�KqpzKqq � log D f KpgNpzqq � log DgNpzq � log D f Kpzq
¥ log DgNpzq � �� log D f KpgNpzqq � log D f Kpzq��
¡ 2V �

K�1̧

k�0

�� log D f p f kpgNpzqqq � log D f p f kpzqq��.
Since both z and gNpzq lie in the fundamental domain I of f ,

K�1̧

k�0

��logD f p f kpgNpzqqq � logD f p f kpzqq�� ¤ varplogD f q ¤ V.

We thus conclude that logpDp f KgN f�KqpzKqq ¡ V, as announced.

3.2. Distortion in class C1�α for α   1{2
In this section, we start by briefly recalling the construction of the group Γ with a dis-

torted element f̄ considered in [33]. Next, we proceed to smooth the action of Γ in order to
achieve any differentiability class C1�α for α   1{2. Upgrading α to any number less than 1
will require the introduction of an extra element plus a tricky new computation, and will be
carried out in the next section.

Start with the vector fields X̂ and X on the real line whose time-1 maps are, respec-
tively,

F̂ :� X̂ 1 : x ÞÑ 2x and F :� X 1 : x ÞÑ x � 1.

Let ϕ : R Ñs0, 1r be a C8 diffeomorphism such that Ŷ :� ϕ�pX̂ q and Y :� ϕ�pX q
extend to the endpoints of r0, 1s as infinitely flat vector fields. Denote f̂ :� Ŷ 1 and f :� Y 1,
which we view as diffeomorphisms of r�1, 2s that coincide with the identity outside r0, 1s.
The affine relation f̂ f f̂�1 � f 2 yields that } f n} � Oplogpnqq; in particular, f has vanishing
asymptotic distortion.

Let x0 :� ϕp0q and, for each k P Z, let xk :� f kpx0q � ϕpkq. Denote also x�1{2 :�
ϕp�1{2q and x�3{4 :� ϕp�3{4q. Let ϕ0 the affine diffeomorphism sending I :� rx0, x1s onto
r0, 1s, and let g :� ϕ�1

0 fϕ0. This can be extended to r�1, 2s by the identity outside I.
We next define two diffeomorphisms ĥ and h as follows:

(i) They act by the identity outside r0, 1s.
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(ii) On each interval Ik :� f kpIq, the diffeomorphism ĥ (resp. h) coincides with the sk-time
map (resp. tk-time map) of the flow of the vector field f k

�

�
ϕ�0pŶ q� (resp. f k

�

�
ϕ�0pY qq�.

Here, sk and tk are sequences of real numbers such that:

(iii) If 2i�1 ¤ k   2i for a certain positive even integer i, then

sk :� log2

�
1� 1a

`i{2

�
and tk :� 1a

`i{2
,

where ` j is a prescribed sequence of positive integers diverging to infinity to be fixed below.

(iv) Otherwise, sk � tk :� 0.

Finally, we let ψ be a C8 diffeomorphism of r�1, 2s such that:

(v) ψ coincides with the identity on rx�1{2, x0s,
(vi) ψpx�3{4q � 0 and ψpx1q � 1.

The group we consider is Γ :� x f̂ , f , g, ĥ, h, ψy. The computations of [33] show the following
relation for certain powers of f̄ :� f g (which justifies the construction):

(24) p f̄ q2i�1 � f 1�n{2 f̂ ir f̂�i f�nh f n f̂ i, ψ f̂�i f�nĥ f n f̂ iψ�1s`i{2 f̂�i f�1

where i is an even (positive) integer and n :� 2i. Roughly, this works as follows: set

an :� f̂�i f�nh f n f̂ i and bn :� ψ f̂�i f�nĥ f n f̂ iψ�1.

One easily checks that

supppanq � r0, x�3{2sYrx�1{2, x0sYrx1, 1s and supppbnq � r�1, 0sYrx�1{2, x0sYr1, 2s.
Thus, the commutator cn :� ran, bns � anbna�1

n b�1
n is supported on rx�1{2, x0s, hence the

conjugate f̂ icn f̂�i is supported on rx�2i�1 , x0s. Besides, on each rxk, xk�1s � rx�2i�1 , x0s, this
conjugate f̂ icn f̂�i coincides with the time- 1

`i{2
map of the flow of f k

�pϕ�0pY qq. Moreover, the
restriction of the map

hn{2 :� p f�n{2g f n{2q � � � p f�2g f 2qp f�1g f q � f�n{2p f�1 f̄ n{2 f q
to each rxk, xk�1s � rx�2i�1 , x0s equals the time-1 map of the flow of f k

�pϕ�0pY qq. This implies
that

hn{2 � p f̂ icn f̂�iq`i{2 ,

which corresponds to (24).

Since } f n} � Oplogpnqq, identity (24) implies that }p f̄ q2i�1} � Opi `i{2q. Therefore, f̄ is
distorted provided ` j grows to infinite in such a way that

(25) lim
nÑ8

logpnq `i

n
� lim

iÑ8

i `i

2i � 0

The maps f̂ , f , g, ψ above are obviously smooth. However, regularity for ĥ, h is more
subtler. Indeed, their C1 smoothness is ensured by the conditions sn Ñ 0 and tn Ñ 0 as
|n| Ñ 8 (which are equivalent to ` j Ñ 8 as j Ñ 8) together with the lemma 1.19.
Unfortunately, as we see in §1.4.3, this lemma fails to extend to class C1�α. Because of
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this, we need to go into more explicit computations for our example. Although these are
difficult to handle, the following key elementary lemma taken from the work of Pixton [36]
and Tsuboi [41] will be enough for us.

Lemma 3.1. Given a C2 vector field X on an interval r0, as, denote C1 :� }DX } and
C2 :� }D2X }. If f t denotes its flow, then, for all t ¥ 0,��D log D f t

�� ¤ C2

C1

�
eC1t � 1

�
.

Proof. Taking derivatives on the equality d f t{dt � X � f t, we deduce
d
dt

D f t � DX p f tq � D f t,

hence
d
dt

log D f t �
d
dt D f t

D f t � DX p f tq.
Since f 0 � Id, we conclude

log D f t �
» t

0
DX p f sq ds.

Since |DX | ¤ C1, this yields | log D f t| ¤ C1t, hence |D f t| ¤ eC1t. Moreover,

D log D f t � D
�» t

0
DX p f sq ds



�
» t

0
D2X p f sq � D f s ds.

Since |D2X | ¤ C2, we conclude

|D log D f t| ¤ C2

» t

0
|D f s| ds ¤ C2

» t

0
eC1 sds � C2

C1

�
eC1t � 1

�
,

as announced. �

We now turn into very long computations that will allow us to ensure that the resulting
maps h, ĥ built via the procedure above are C1�α diffeomorphisms for well chosen ϕ and `i

that respect all the properties we have imposed. This will close the proof of our theorem.
In order to simplify these computations, let us remind the chain rules for different deriva-

tives of maps between 1-dimensional spaces, namely logarithmic (L), affine (A), and Schwarzian
(S ):

Lp f q :� log D f , Ap f q :� DLp f q � D2 f
D f

,

S p f q :� DAp f q � Ap f q2

2
� D3 f

D f
� 3

2

�
D2 f
D f


2

.

These are listed below:

(26) Lp f gq � Lpgq � Lp f q � g,

(27) Ap f gq � Apgq � Ap f q � g � Dg,

(28) S p f gq � S pgq � S p f q � g � pDgq2.
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We let ϕ : p0, 1q Ñ R be a C8 diffeomorphism such that, for a small-enough δ ¡ 0

ϕpxq �
" �exppexpp1{xqq if 0   x ¤ δ

exppexpp1{p1� xqqq if 1� δ ¤ x   1

If we denote Z :� ϕ�0pŶ q, then we need to control f n
� pZ q.

An estimate for lengths of fundamental domains. Let us come back to the group Γ �
x f̂ , f , g, ĥ, h, ψy. Recall that I denotes the interval rx0, x1s. We claim that, for a certain
constant C ¡ 0,

(29) | f npIq| � O
�

C
n logpnq plogplogpnqqq2



.

This is checked via a direct computation. Namely, for a large-enough n,

| f npIq| � ϕ�1pn� 1q � ϕ�1pnq � 1
log logpnq �

1
log logpn� 1q .

Since the derivative of x ÞÑ 1{ log logpxq is 1{rx logpxq plog logpxqq2s, a direct applica-
tion of the Mean Value Theorem yields the desired estimate (29).

Estimates for the vector field and its derivative. Notice that

f n
� pZ qpxq � rD f np f�npxqqsZ p f�npxqq, x P In :� f npIq.

Taking derivatives, we obtain

Dp f n
� pZ qqpxq � D2 f np f�npxqq

D f np f�npxqq Z p f�npxqq � DZ p f�npxqq.

Now, using the chain rule (27), this yields

Dp f n
� pZ qqpxq �

n�1̧

i�0

�
D2 f p f i�npxqq
D f p f i�npxqq



D f ip f�npxqqZ p f�npxqq � DZ p f�npxqq.

Thus, letting

C1 :�
����D2 f

D f

���� }Z }, C2 :� }DZ },
we obtain

|Dp f n
� pZ qqpxq| ¤ C1

n�1̧

i�0

D f ip f�npxqq �C2.

We claim that the sum above is uniformly bounded (independently of n and x P In), so that

(30) |Dp f n
� pZ qqpxq| ¤ C

for a certain constant C. Indeed, a standard control of distortion argument yields that
D f ip f�npxqq is of the order of |Ii|{|I0|, hence

n�1̧

i�0

D f ip f�npxqq �
n�1̧

i�0

|Ii| ¤ 1.
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Estimates for the second derivative. We now claim that, for a certain constant C ¡ 0 and
all x P In,

(31)
��D2p f n

� pZ qqpxq�� ¤ C n logpnq plog logpnqq2.

To show this, notice that, from

Dp f n
� pZ qqpxq � Ap f nqp f�npxqqZ p f�npxqq � DZ p f�npxqq,

we obtain

D2p f n
� pZ qqpxq � �DAp f nq �Z � Ap f nqDZ � D2Z

� � f�npxq � D f�npxq.
which is equal to��

S p f nq � 1
2

Ap f nq2
� �Z � Ap f nqDZ � D2Z

� � f�npxq � D f�npxq.
Let us analise each term entering in this expression. First, by (29) and the control of

distortion argument above,

D f�npxq � 1{D f np f�npxqq � O
�
n logpnq plog logpnqq2

�
.

We next claim that Ap f nq is uniformly bounded on I0. Indeed, letting C :� }Ap f q}, the
chain rule (27) yields

Ap f nq �
n�1̧

i�0

Ap f q � f i � D f i ¤ C
n�1̧

i�0

D f i.

The control of distortion argument above shows that the last sum is bounded from above by
a constant, hence the claim.

Since Z , DZ and D2Z are obviously uniformly bounded, to show (31) it remains to
check that S p f nqp f�npxqq is uniformly bounded. To see this, we use the chain rule (28):

S f np f�npxqq �
n�1̧

i�0

S f p f i�npxqqpD f ip f�npxqqq2.

This implies ��S f np f�npxqq�� ¤ C
n�1̧

i�0

�
D f ip f�npxqq�2

,

and the last sum can be estimated as it was done before. (The sum here is even smaller since
it involves the squares of the derivatives.)

Estimates for the maps. We are now in position to check that the group Γ is made of C1�α

diffeomorphisms for α   1{2 and `i of order n{ logpnq2. (Notice that, according to (25), the
element f̄ is distorted in Γ for this choice.) Notice that this is obvious for all the generators
except h and ĥ. The estimates for these two elements are similar, so that we only deal with
h. Besides, we may deal with log Dh instead of Dh, since the condition “Dh is of class Cα”
is equivalent to that “log Dh is of class Cα”.

We need to check that there exists a uniform bound B for expressions of type
| log Dhpyq � log Dhpxq|

|y� x|α
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for all points x   y in the same interval In. Indeed, having such an estimate, one can easily
treat the case of arbitrary pairs x   y just by noticing that at each endpoint of an interval of
the form above, the derivative of h equals 1. Namely, letting z1 (resp. z2) be such an endpoint
that is immediately to the right of x (resp. to the left of y), one has

|Dhpyq � Dhpxq|
|y� x|α ¤ |Dhpyq � Dhpzq|

|y� x|α � |Dhpzq � Dhpxq|
|y� x|α

¤ |Dhpyq � Dhpzq|
|y� z|α � |Dhpzq � Dhpxq|

|z� x|α
¤ 2 B.

Now, for all z P In (with n ¥ 0), Lemma 3.1 and estimate (30) yield, for tn small enough,

Dplog Dhqpzq ¤ 2 }D2 f n
� pZ q} tn.

By estimate (31), this implies, for a certain constant C ¡ 0,

(32) Dplog Dhqpzq ¤ 2 C n logpnq plogplogpnqqq2 tn.

Moreover, for x, y in In,

| log Dhpyq � log Dhpxq|
|y� x|α � | log Dhpyq � log Dhpxq|

|y� x| |y� x|1�α � Dplog Dhpzqq |y� x|1�α

for a certain point z P In. By (32), this yields
(33)
| log Dhpyq � log Dhpxq|

|y� x|α ¤ 2 C n logpnq plogplogpnqqq2 tn

�
C

n logpnqplogplogpnqqq2 ,

�1�α

.

Since tn � 1{a`i{2 ¤ C logpnq{?n, we finally obtain

| log Dhpyq � log Dhpxq|
|y� x|α ¤ 2C1n logpnqplogplogpnqqq2 logpnq

n1{2

1
rn logpnqplogplogpnqqq2s1�α .

To get the desired upper bound B, it suffices that the total exponent of n in the expression
above is negative. Since this exponent equals 1� 1{2� p1� αq � α� 1{2, this condition
reduces to α   1{2, which is our hypothesis.

3.3. Distortion in class C1�α for α   1

It is unclear whether the previous action can be smoothed beyond the class C3{2 (compare
[10, 12, 25, 31]). To achieve a larger differentiability class, we will need to accelerate the
distorted behavior of f̄ , which will allow us to consider smaller integration times for the
flows of vector fields (in concrete terms, we will increase the sequence `i). This will be
crucial to improve the regularity from α   1{2 to any α   1.

Adding an extra element. We consider the map h̃ acts by the identity outside the intervals
Ik, and that on each such interval coincides with the rk-time of the time flow of the vector
field f k

�pϕ�0pŶ qq, where rk :� 1{a`i{2 for 2i�1 ¤ k   2i and rk :� 0 otherwise. Notice
that h̃ is very similar to ĥ. (Actually, we could perform the computations that follow using ĥ
instead of h̃, but this would become much harder.)
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Then we let dn :� f̂�i f�nh̃ f n f̂ i for n � 2i, where i is an even integer. We have
supppdnq � r0, x�3{2s Y rx�1{2, x0s Y rx1, 1s. Since supppcnq � rx�1{2, x0s, for every
integer Li ¥ 1, the support of dLi

n cnd�Li
n is also contained in rx�1{2, x0s, thus the support of

f̂�idLi
n cnd�Li

n f̂ i � p f̂�idLi
n f̂ iqp f̂�icn f̂ iqp f̂�id�Li

n f̂ iq
is contained in rx�2i�1 , x0s.

Now recall that, on each rxk, xk�1s � rx�2i�1 , x0s, the conjugate f̂ icn f̂�i coincides with the
time- 1

`i{2
map of the flow of f k

�pϕ�0pY qq. Moreover, by construction, on the same interval, the

conjugate f̂ idn f̂�i coincides with the time- 1?
`i{2

map of the flow of f k
�pϕ�0pŶ qq. By the affine

relation, still on the same interval, the map f̂�idLi
n cnd�Li

n f̂ i lies in the flow of f k
�pϕ�0pY qq, and

arises at time

2
Li?
`i{2

`i{2
.

If Li :� a
`i{2 log2p`i{2q (which will be chosen to be an integer number), then this quantity

equals 1. Therefore, for this choice, f̂�idLi
n cnd�Li

n f̂ i coincides with hn{2.

The distortion estimate. The identity hn{2 � f̂�idLi
n cnd�Li

n f̂ i implies that, in the new group
Γ̃ :� x f̂ , f , g, ĥ, h, h̃, ψy, we have the estimate

‖hn{2‖ ¤ 2‖ f̂ i‖� 2 Li‖dn‖� ‖cn‖ ¤ 2i� 2 Li p2i� 1� 2‖ f n‖q � 8 p1� i� ‖ f n‖q.
Since } f n} � Oplogpnqq � Opiq, we conclude that

‖hn{2‖ � O
�

i
b
`i{2 logp`i{2q

	
.

Since hn{2 � f�n{2p f�1 f̄ n{2 f q and } f n{2} � Oplogpnqq, this yields

} f̄ n{2} � 2� } f n{2} � }hn{2} � O
�

i
b
`i{2 logp`i{2q

	
.

Notice that the last estimate is much better than what we had in the group Γ of the
previous section. In there, } f̄ n{2} was of the order Opi `i{2q, hence, f̄ was distorted provided
the growth of ` j was smaller than exponential. In the new setting, that is, in the modified
group Γ̃, the diffeomorphism f̄ is distorted whenever the condition below is satisfied (recall
that n � 2i):

(34) lim
nÑ8

i
a
`i{2 logp`i{2q

2i � 0.

Checking regularity. We thus choose a new sequence `i so that condition (34) holds anda
`i{2 log2p`i{2q is an integer number. This can be achieved for a sequence of typeb

`i{2 � n
logpnq3 ,

that we fix from now on. With such a choice, we claim that Γ̃ is a group of C1�α diffeomor-
phisms. Again, this is obvious for all generators except h, ĥ, h̃, and for these three elements
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the computations are the exact same, because each of the sequences rn, sn, tn is equivalent to
1{a`i{2. We thus write everything only for h. Remind estimate (33):

| log Dhpyq � log Dhpxq|
|y� x|α ¤ 2 C n logpnq plogplogpnqqq2 tn

�
C

n logpnqplogplogpnqqq2 ,

�1�α

.

With the new estimate for tn, this becomes

| log Dhpyq � log Dhpxq|
|y� x|α ¤ 2 C n plogplogpnqqq2 logpnq4

n

�
C

n logpnqplogplogpnqqq2 ,

�1�α

.

The expression on the right is of order

O
�

logpnq3�α plog logpnqq2α

n1�α



,

which converges to 0 as n goes to infinite. This allows showing that h is a C1�α diffeomor-
phism as it was done in the previous section.
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tives having different Hölder differentiability classes. Mosc. Math. J. 8 (2008), no. 3, 477-492.

[26] N. Kopell. Commuting diffeomorphisms. In Global Analisys. (Berkeley, CA, 1968), Proc. Sympos.
Pure Math., Vol XIV, pp 165-184. Amer. Math. Soc. Providence, RI, 1970.

[27] K. Mann & M. Wolff. Reconstructing maps from groups. Arxiv:1907.03024 (2019).
[28] A. Navas. Actions de groupes de Kazhdan sur le cercle. Ann. Sci. Ecole Norm. Sup. (4),

35(5):749–758, 2002.
[29] A. Navas. Groups of Circle Diffeomorphisms. Chicago Lectures in Mathematics. Univ. of Chicago

Press (2011).
[30] A. Navas. Growth of groups and diffeomorphisms of the interval. Geom. Funct. Anal. 18 (2008), no.

3, 988–1028. MR2439001
[31] A. Navas. On centralizers of interval diffeomorphisms in critical (intermediate) regularity. J. Anal.

Math. 121, 1–30 (2013).
[32] A. Navas. On conjugates and the asymptotic distortion of 1-dimensional C1�bv diffeomorphisms.

Preprint (2018), arXiv:1811.06077.
[33] A. Navas. (Un)distorted diffeomorphisms in different regularities. Israel J. of Math., doi:

10.1007/s11856-021-2188-z.
[34] A. Navas. A finitely generated, locally indicable group with no faithful action by C1 diffeomor-

phisms of the interval. Geom. & Topol. 14, (2010), 573-584.
[35] K. Parkhe. Nilpotent dynamics in dimension one: Structure and smoothness. Ergod. Th. & Dynam.

Sys, doi: 10.1017/etds.2015.8.
[36] D. Pixton. Nonsmoothable, unstable group actions. Trans. AMS 229 (1977), 259-268.
[37] C. Rivas & M. Triestino. One dimensional actions of Higman’s group. Discrete Analysis (2019),

15pp.
[38] M. Rubin. On the reconstruction of topological spaces from their groups of homeomorphisms. Trans.

Amer. Math. Soc. 312 (2) (1989), 487–538.
[39] J. Plante & W. Thurston. Polynomial growth in holonomy groups of foliations.Comment. Math.

Helv. 51 (1976), 567-584.
[40] W. Thurston. A generalization of the Reeb stability theorem. Topology 13 (1974), 347-352.
[41] T. Tsuboi. Homological and dynamical study on certain groups of Lipschitz homeomorphisms of

the circle. J. Math. Soc. Japan 47 (1995), 1-30.
[42] James V. Whittaker. On isomorphic groups and homeomorphic spaces. Ann. of Math. 78 (1963),

74–91.


	Introduction
	Chapter 1. Preliminars
	1.1. Nilpotent Groups
	1.2. Orders on groups
	1.3. Dynamical realization of an action on a ordered set
	1.3.1. Using equivariant families to build embeddings

	1.4. Obstructions to regularity
	1.4.1. Classical and generalized Kopell's lemma
	1.4.2. Positive version of Kopell's lemma
	1.4.3. No strong Kopell's lemma in class C1+

	1.5. Distortion

	Chapter 2. On the critical regularity of metabelian nilpotent groups
	2.1. Proof of Theorem A
	2.1.1. On the conjugacy action of G/A on A
	2.1.2. An action of G on a totally ordered set
	2.1.3. Action by diffeomorphisms of [0,1]
	2.1.4. Faithful action

	2.2. Examples
	2.2.1. Heisenberg Groups
	2.2.2. Examples with large nilpotency degree
	2.2.3. An example with even higher regularity


	Chapter 3. Examples of distorted interval diffeomorphisms of intermediate regularity
	3.1. On a family of C1+bv-undistorted diffeomorphisms
	3.2. Distortion in class C1+ for < 1/2
	3.3. Distortion in class C1+ for < 1

	Bibliography

